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## Preface

The aim of the present text is to provide a self-contained introduction to the local geometry of the stochastic flows associated with stochastic differential equations.

The point of view we want to develop is that the local geometry of any stochastic flow is determined very precisely and explicitly by a universal formula referred to as the Chen-Strichartz formula. The natural geometry associated with the Chen-Strichartz formula is the sub-Riemannian geometry whose main tools are introduced throughout the text. By using the connection between stochastic flows and partial differential equations, we apply this point of view to the study of hypoelliptic operators written in Hörmander's form.

Many results contained in this text stem from my stay at the Technical University of Vienna where I had the great pleasure to discuss passionately with Josef Teichmann. I learnt a lot from him and I thank him very warmly. I also would like to take this opportunity to thank Nicolas Victoir for reading early drafts of various parts of the text and for his valuable suggestions.

F. Baudoin,<br>Toulouse, June 2004
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# Chapter 1 <br> Formal Stochastic Differential Equations 

The goal of this first chapter is to establish the Chen-Strichartz formula which, in a way, is a cornerstone of this book. This formula is universal and determines very precisely and explicitly the local structure of any stochastic flow. To derive this formula, it is quite convenient to work in an abstract and formal setting, in which we do not have to care about convergence questions.

The reader which is not so familiar with the theory of stochastic differential equations and vector fields is invited read the Appendices A and B which are included at the end of the book.

### 1.1 Motivation

Let us consider a stochastic differential equation on $\mathbb{R}^{n}$ of the type

$$
\begin{equation*}
X_{t}^{x_{0}}=x_{0}+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(X_{s}^{x_{0}}\right) \circ d B_{s}^{i}, t \geq 0 \tag{1.1}
\end{equation*}
$$

where:
(1) $x_{0} \in \mathbb{R}^{n}$;
(2) $V_{1}, \ldots, V_{d}$ are $C^{\infty}$ bounded vector fields on $\mathbb{R}^{n}$;
(3) $\circ$ denotes Stratonovitch integration;
(4) $\left(B_{t}\right)_{t \geq 0}=\left(B_{t}^{1}, \ldots, B_{t}^{d}\right)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion.

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a smooth function and denote by $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ the solution of (2.1) with initial condition $x_{0} \in \mathbb{R}^{n}$. First, by Itô's formula, we have

$$
f\left(X_{t}^{x_{0}}\right)=f\left(x_{0}\right)+\sum_{i=1}^{d} \int_{0}^{t}\left(V_{i} f\right)\left(X_{s}^{x_{0}}\right) \circ d B_{s}^{i}, t \geq 0
$$

Now, a new application of Itô's formula to $V_{i} f\left(X_{s}^{x}\right)$ leads to
$f\left(X_{t}^{x_{0}}\right)=f\left(x_{0}\right)+\sum_{i=1}^{d}\left(V_{i} f\right)\left(x_{0}\right) B_{t}^{i}+\sum_{i, j=1}^{d} \int_{0}^{t} \int_{0}^{s}\left(V_{j} V_{i} f\right)\left(X_{u}^{x_{0}}\right) \circ d B_{u}^{j} \circ d B_{s}^{i}$.
We can continue this procedure to get after $N$ steps

$$
f\left(X_{t}^{x_{0}}\right)=f\left(x_{0}\right)+\sum_{k=1}^{N} \sum_{I=\left(i_{1}, \ldots i_{k}\right)}\left(V_{i_{1}} \ldots V_{i_{k}} f\right)\left(x_{0}\right) \int_{\Delta^{k}[0, t]} \circ d B^{I}+\mathbf{R}_{N}(t)
$$

for some remainder term $\mathbf{R}_{N}$, where we used the notations:

$$
\begin{equation*}
\Delta^{k}[0, t]=\left\{\left(t_{1}, \ldots, t_{k}\right) \in[0, t]^{k}, t_{1} \leq \ldots \leq t_{k}\right\} \tag{1}
\end{equation*}
$$

(2) If $I=\left(i_{1}, \ldots i_{k}\right) \in\{1, \ldots, d\}^{k}$ is a word with length $k$,

$$
\int_{\Delta^{k}[0, t]} \circ d B^{I}=\int_{0 \leq t_{1} \leq \ldots \leq t_{k} \leq t} \circ d B_{t_{1}}^{i_{1}} \circ \ldots \circ d B_{t_{k}}^{i_{k}}
$$

If we dangerously do not care about convergence questions (these questions are widely discussed in [Ben Arous (1989b)]), it is tempting to let $N \rightarrow+\infty$ and to assume that $\mathbf{R}_{N} \rightarrow 0$. We are thus led to the nice (but formal!) formula

$$
\begin{equation*}
f\left(X_{t}^{x_{0}}\right)=f\left(x_{0}\right)+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots i_{k}\right)}\left(V_{i_{1}} \ldots V_{i_{k}} f\right)\left(x_{0}\right) \int_{\Delta^{k}[0, t]} \circ d B^{I} \tag{1.2}
\end{equation*}
$$

We can rewrite this formula in a more convenient way. Let $\Phi_{t}$ be the stochastic flow associated with the stochastic differential equation (2.1). There is a natural action of $\Phi_{t}$ on smooth functions: The pull-back action given by

$$
\left(\Phi_{t}^{*} f\right)\left(x_{0}\right)=\left(f \circ \Phi_{t}\right)\left(x_{0}\right)=f\left(X_{t}^{x_{0}}\right)
$$

The formula (1.2) shows then that we have the following formal development for this action

$$
\begin{equation*}
\Phi_{t}^{*}=\mathbf{I d}+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots i_{k}\right)} V_{i_{1}} \ldots V_{i_{k}} \int_{\Delta^{k}[0, t]} \circ d B^{I} . \tag{1.3}
\end{equation*}
$$

Though this formula does not make sense from an analytical point of view, at least, it shows that the probabilistic information contained in the stochastic flow associated with the stochastic differential equation (1.1) is given by the set of Stratonovitch chaos $\int_{\Delta^{k}[0, t]} \circ d B^{I}$. What is a priori less clear is that the algebraic information which is relevant for the study of $\Phi_{t}^{*}$ is given by the structure of the Lie algebra generated by the $V_{i}^{\prime} s$, and this is precisely this aspect we want to stress in this chapter which is devoted to the study of formal objects like

$$
\mathbf{I d}+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots i_{k}\right)} V_{i_{1}} \ldots V_{i_{k}} \int_{\Delta^{k}[0, t]} \circ d B^{I}
$$

Such objects and their relations with flows seem to appear the first time in the works of K.T. Chen [Chen (1957)], [Chen (1961)].

### 1.2 The signature of a Brownian motion

Let us denote by $\mathbb{R}\left[\left[X_{1}, \ldots, X_{d}\right]\right]$ the non-commutative algebra of formal series with $d$ indeterminates.

Definition 1.1 The signature of a $d$-dimensional standard Brownian motion $\left(B_{t}\right)_{t \geq 0}$ is the element of $\mathbb{R}\left[\left[X_{1}, \ldots, X_{d}\right]\right]$ defined by

$$
S(B)_{t}=\mathbf{1}+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots i_{k}\right)} X_{i_{1}} \ldots X_{i_{k}} \int_{\Delta^{k}[0, t]} \circ d B^{I}, t \geq 0
$$

Remark 1.1 We define the signature by using Stratonovitch's integrals because we keep in mind the connection with stochastic flows which appeared with formula (1.3). Nevertheless, it is possible to define a signature by using Itô's integrals. The link between these two signatures is given in Proposition 1.2 below.

Remark 1.2 In the same way, it is of course also possible to define the signature of a general semimartingale.

Observe that the signature hence defined is the solution of the formal stochastic differential equation

$$
\begin{equation*}
S(B)_{t}=\mathbf{1}+\sum_{i=1}^{d} \int_{0}^{t} S(B)_{s} X_{i} \circ d B_{s}^{i}, t \geq 0 \tag{1.4}
\end{equation*}
$$

Such linear equations appear in the study of Brownian motions on Lie groups. Indeed, let $\mathbb{G}$ be a Lie group with Lie algebra $\mathfrak{g}$.

Definition 1.2 A process $\left(X_{t}\right)_{t \geq 0}$ with values in $\mathbb{G}$ is called a (left) Brownian motion on $\mathbb{G}$ if:
(1) $\left(X_{t}\right)_{t \geq 0}$ is continuous;
(2) for each $s \geq 0$, the process $\left(X_{s}^{-1} X_{t+s}\right)_{t \geq 0}$ is independent of the process $\left(X_{u}\right)_{0 \leq u \leq s} ;$
(3) for each $s \geq 0$, the processes $\left(X_{s}^{-1} X_{t+s}\right)_{t \geq 0}$ and $\left(X_{t}\right)_{t \geq 0}$ are identical in law.

In a general way, one can construct Brownian motions on Lie groups by solving differential equations. Let us consider $V_{1}, \ldots, V_{d} \in \mathfrak{g}$. As explained in Appendix B, $V_{1}, \ldots, V_{d} \in \mathfrak{g}$ can be seen as left invariant vector fields on $\mathbb{G}$, so that we can consider the following stochastic differential equation

$$
\begin{equation*}
X_{t}=1_{\mathbb{G}}+\sum_{i=1} \int_{0}^{t} V_{i}\left(X_{s}\right) \circ d B_{s}^{i}, t \geq 0 \tag{1.5}
\end{equation*}
$$

where $\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion on $\mathbb{R}^{d}$. For instance, if $\mathbb{G}$ is a linear group of matrices, equation (1.5) can be rewritten

$$
X_{t}=1_{\mathbb{G}}+\sum_{i=1} \int_{0}^{t} X_{s} V_{i} \circ d B_{s}^{i}
$$

It is easily seen that there is a unique solution $\left(X_{t}\right)_{t \geq 0}$ to the stochastic differential equation (1.5), and this solution is a (left) Brownian motion on $\mathbb{G}$. The process $\left(X_{t}\right)_{t \geq 0}$ is called a lift of $\left(B_{t}\right)_{t \geq 0}$ in $\mathbb{G}$. It is interesting to note that, conversely, each Brownian motion on $\mathbb{G}$ is solution of a stochastic differential equation

$$
X_{t}=X_{0}+\int_{0}^{t} V_{0}\left(X_{s}\right) d s+\sum_{i=1} \int_{0}^{t} V_{i}\left(X_{s}\right) \circ d B_{s}^{i}, t \geq 0
$$

where $V_{0}, V_{1}, \ldots, V_{d}$ are left-invariant vector fields on $\mathbb{G}$; for further details on this, we refer to [Hunt (1958)] and [Yosida (1952)].

With this in mind, we interpret now $\mathbb{R}\left[\left[X_{1}, \ldots, X_{d}\right]\right]$ as the universal enveloping algebra of the free Lie algebra with $d$ generators $\mathfrak{f}_{d}$. So, with this interpretation, at the formal level the signature of $\left(B_{t}\right)_{t \geq 0}$ can be interpreted as a lift of $\left(B_{t}\right)_{t \geq 0}$ in the formal object $\exp \left(\mathfrak{f}_{d}\right)$.

On the other hand, the first section of this chapter has shown that the pull-back action on functions of the stochastic flow $\left(\Phi_{t}\right)_{t \geq 0}$ associated with the stochastic differential equation

$$
X_{t}^{x_{0}}=x_{0}+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(X_{s}^{x_{0}}\right) \circ d B_{s}^{i}, t \geq 0
$$

solves formally the stochastic differential equation

$$
\Phi_{t}^{*}=\mathbf{I d}+\sum_{i=1} \int_{0}^{t} \Phi_{s}^{*} V_{i} \circ d B_{s}^{i}
$$

so that $\left(\Phi_{t}^{*}\right)_{t \geq 0}$ can formally be seen as a lift of $\left(B_{t}\right)_{t \geq 0}$ in the formal object $\exp \left(\mathfrak{L}\left(V_{1}, \ldots, V_{d}\right)\right)$ where $\mathfrak{L}\left(V_{1}, \ldots, V_{d}\right)$ is the Lie algebra generated by $V_{1}, \ldots, V_{d}$.

Therefore, since $\mathfrak{f}_{d}$ is a universal object in the theory of Lie algebras, the signature appears as a universal object in the theory of stochastic flows. In particular, if we do not care about convergence questions, any algebraic formula concerning the signature of $\left(B_{t}\right)_{t \geq 0}$ can be applied to study the stochastic flow associated with any stochastic differential equation driven by $\left(B_{t}\right)_{t \geq 0}$. As it will be seen in the next chapters, one of the most illuminating example in this direction is certainly the universality of the Chen-Strichartz formula; an other example is given by the expectation of the signature (see the end of the chapter), a purely algebraic object, which explains in a different way than the usual one, the Markov property shared by any process that solves a stochastic differential equation driven by Brownian motions.

We have a fundamental flow property for the signature which stems directly from the following key but simple relations, known as the Chen's relations since the seminal work [Chen (1957)].

Lemma 1.1 For any word $\left(i_{1}, \ldots, i_{n}\right) \in\{1, \ldots, d\}^{n}$ and any $0<s<t$,

$$
\int_{\Delta^{n}[0, t]} \circ d B^{\left(i_{1}, \ldots, i_{n}\right)}=\sum_{k=0}^{n} \int_{\Delta^{k}[0, s]} \circ d B^{\left(i_{1}, \ldots, i_{k}\right)} \int_{\Delta^{n-k}[s, t]} \circ d B^{\left(i_{k+1}, \ldots, i_{n}\right)}
$$

where we used the following notations:
(1)

$$
\int_{\Delta^{k}[s, t]} \circ d B^{\left(i_{1}, \ldots, i_{k}\right)}=\int_{s \leq t_{1} \leq \ldots \leq t_{k} \leq t} \circ d B_{t_{1}}^{i_{1}} \circ \ldots \circ d B_{t_{k}}^{i_{k}} ;
$$

(2) if $I$ is a word with length 0 , then $\int_{\Delta^{0}[0, t]} \circ d B^{I}=1$.

Proof. It follows readily by induction on $n$ by noticing that

$$
\int_{\Delta^{n}[0, t]} \circ d B^{\left(i_{1}, \ldots, i_{n}\right)}=\int_{0}^{t}\left(\int_{\Delta^{n-1}\left[0, t_{n}\right]} \circ d B^{\left(i_{1}, \ldots, i_{n-1}\right)}\right) \circ d B_{t_{n}}^{i_{n}}
$$

Proposition 1.1 For $0<s<t$,

$$
S(B)_{t}=S(B)_{s}\left(\mathbf{1}+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots i_{k}\right)} X_{i_{1}} \ldots X_{i_{k}} \int_{\Delta^{k}[s, t]} \circ d B^{I}\right)
$$

Proof. We have, thanks to the previous lemma,

$$
\begin{aligned}
& S(B)_{s}\left(\mathbf{1}+\sum_{k=1}^{+\infty} \sum_{I} X_{i_{1}} \ldots X_{i_{k}} \int_{\Delta^{k}[s, t]} \circ d B^{I}\right) \\
= & \mathbf{1}+\sum_{k, k^{\prime}=1}^{+\infty} \sum_{I, I^{\prime}} X_{i_{1}} \ldots X_{i_{k}} X_{i_{1}^{\prime}} \ldots X_{i_{k^{\prime}}^{\prime}} \int_{\Delta^{k}[s, t]} \circ d B^{I} \int_{\Delta^{k^{\prime}}[0, s]} \circ d B^{I^{\prime}} \\
= & \mathbf{1}+\sum_{k=1}^{+\infty} \sum_{I} X_{i_{1}} \ldots X_{i_{k}} \int_{\Delta^{k}[0, t]} \circ d B^{I} \\
= & S(B)_{t}
\end{aligned}
$$

Remark 1.3 Observe that if $I \in\{1, \ldots, d\}^{k}$ is a word with length $k$ then for any $0<s<t$ :
(1) $\int_{\Delta^{k}[s, t]} \circ d B^{I}$ is independent from $\left(B_{u}\right)_{u \leq s}$;
(2)

$$
\int_{\Delta^{k}[s, t]} \circ d B^{I}={ }^{l a w} \int_{\Delta^{k}[0, t-s]} \circ d B^{I}
$$

Therefore, we can roughly conclude that:
(1) for each $s \geq 0$, the process $\left(S(B)_{s}^{-1} S(B)_{t+s}\right)_{t \geq 0}$ is independent of the process $\left(S(B)_{u}\right)_{0 \leq u \leq s}$;
(2) for each $s \geq 0$, the processes $\left(S(B)_{s}^{-1} S(B)_{t+s}\right)_{t \geq 0}$ and $\left(S(B)_{t}\right)_{t \geq 0}$ are identical in law.

By using the relation between Stratonovitch's and Itô's integral (see Appendix A), it is possible to give a formula for the signature of a Brownian motion which only involves Itô's iterated integrals.

Proposition 1.2 We have

$$
S(B)_{t}=\mathbf{1}+\sum_{k=1}^{+\infty} \sum_{I \in\{0,1, \ldots, d\}^{k}} X_{i_{1}} \ldots X_{i_{k}} \int_{\Delta^{k}[0, t]} d B^{I}, t \geq 0
$$

where we used the following notations:
(1)

$$
X_{0}=\frac{1}{2} \sum_{i=1}^{d} X_{i}^{2}, \quad B_{t}^{0}=t
$$

$$
\begin{equation*}
\int_{\Delta^{k}[0, t]} d B^{I}=\int_{0 \leq t_{1} \leq \ldots \leq t_{k} \leq t} d B_{t_{1}}^{i_{1}} \ldots d B_{t_{k}}^{i_{k}} \tag{2}
\end{equation*}
$$

Proof. Let $I=\left(i_{1}, \ldots, i_{k}\right) \in\{1, \ldots, d\}^{k}$. From the definition of Stratonovitch's integrals, we have

$$
\begin{aligned}
\int_{\Delta^{k}[0, t]} \circ d B^{I}= & \int_{0}^{t}\left(\int_{\Delta^{k-1}\left[0, t_{k}\right]} \circ d B^{i_{1}, \ldots, i_{k-1}}\right) d B_{t_{k}}^{i_{k}} \\
& +\frac{1}{2} \tau_{i_{k-1}, i_{k}} \int_{0}^{t}\left(\int_{\Delta^{k-2}\left[0, t_{k-1}\right]} \circ d B^{i_{1}, \ldots, i_{k-2}}\right) d t_{k-1}
\end{aligned}
$$

where

$$
\begin{aligned}
\tau_{i_{k-1}, i_{k}} & =0 \text { if } i_{k-1} \neq i_{k} \\
& =1 \text { if } i_{k-1}=i_{k}
\end{aligned}
$$

Consider now the smallest set $\mathcal{I}$ of words which satisfies the following properties:
(1) $I \in \mathcal{I}$;
(2) if $J=\left(j_{1}, \ldots, j_{l}\right) \in \mathcal{I}$ and if $j_{m}=j_{m+1} \neq 0$ for some $1 \leq m \leq l-1$, then $\left(j_{1}, \ldots, j_{m-1}, 0, j_{m+2}, \ldots, j_{l}\right) \in \mathcal{I}$.

By iterating the previous formula, we get

$$
\int_{\Delta^{k}[0, t]} \circ d B^{I}=\sum_{J \in \mathcal{I}} \frac{1}{2^{k-|J|}} \int_{\Delta^{|J|}[0, t]} d B^{J}
$$

where $|J|$ denotes the length of the word $J$. The expected result follows readily.

Remark 1.4 Observe that if we write equation (1.4) in Itô's form, we get

$$
S(B)_{t}=\mathbf{1}+\frac{1}{2} \int_{0}^{t} S(B)_{s}\left(\sum_{i=1}^{d} X_{i}^{2}\right) d s+\sum_{i=1}^{d} \int_{0}^{t} S(B)_{s} X_{i} d B_{s}^{i}
$$

which explains intuitively formula of Proposition 1.2.

### 1.3 The Chen-Strichartz development formula

This section is devoted to the proof of the Chen-Strichartz development formula. The formula we give is actually a restatement of a result of [Chen (1957)] and [Strichartz (1987)], and can be seen as a deep generalization of the Baker-Campbell-Hausdorff formula (see Appendix B).

The Chen-Strichartz formula is an explicit formula for $\ln S(B)_{t}$. In particular, it appears that $\ln S(B)_{t}$ is a Lie element, a result which is far from being obvious at a first look. As it is illustrated in this book, the geometric consequences of this development are rather deep. Before we go into the heart of this formula, let us first try to understand a simple case: the commutative case.

We denote $\mathfrak{S}_{k}$ the group of the permutations of the index set $\{1, \ldots, k\}$ and if $\sigma \in \mathfrak{S}_{k}$, we denote for a word $I=\left(i_{1}, \ldots, i_{k}\right), \sigma \cdot I$ the word $\left(i_{\sigma(1)}, \ldots, i_{\sigma(k)}\right)$. Now, let us observe that if $X_{1}, \ldots, X_{d}$ were commuting, we would have

$$
S(B)_{t}=\exp \left(\sum_{i=1}^{d} X_{i} B_{t}^{i}\right)
$$

Indeed in that case, by symmetrization, we get

$$
S(B)_{t}=\mathbf{1}+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} X_{i_{1}} \ldots X_{i_{k}}\left(\frac{1}{k!} \sum_{\sigma \in \mathfrak{S}_{k}} \int_{\Delta^{k}[0, t]} \circ d B^{\sigma \cdot I}\right)
$$

Now observe that

$$
\sum_{\sigma \in \mathfrak{S}_{k}} \int_{\Delta^{k}[0, t]} \circ d B^{\sigma \cdot I}=B_{t}^{i_{1}} \ldots B_{t}^{i_{k}}
$$

which implies,

$$
S(B)_{t}=\mathbf{1}+\sum_{k=1}^{+\infty} \frac{1}{k!} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} X_{i_{1}} \ldots X_{i_{k}} B_{t}^{i_{1}} \ldots B_{t}^{i_{k}}=\exp \left(\sum_{i=1}^{d} X_{i} B_{t}^{i}\right)
$$

Of course, in the general case, this formula does not hold anymore. But, we still have a nice formula for $\ln S(B)_{t}$ which involves iterated functionals of the commutators $X_{i} X_{j}-X_{j} X_{i}$.

We define the bracket between two elements $U$ and $V$ of $\mathbb{R}\left[\left[X_{1}, \ldots, X_{d}\right]\right]$ by

$$
[U, V]=U V-V U
$$

and it is easily checked that this bracket endows $\mathbb{R}\left[\left[X_{1}, \ldots, X_{d}\right]\right]$ with a Lie algebra structure. If $I=\left(i_{1}, \ldots, i_{k}\right) \in\{1, \ldots, d\}^{k}$ is a word, we denote by $X_{I}$ the commutator defined by

$$
X_{I}=\left[X_{i_{1}},\left[X_{i_{2}}, \ldots,\left[X_{i_{k-1}}, X_{i_{k}}\right] \ldots\right] .\right.
$$

If $\sigma \in \mathfrak{S}_{k}$, we denote $e(\sigma)$ the cardinality of the set

$$
\{j \in\{1, \ldots, k-1\}, \sigma(j)>\sigma(j+1)\} .
$$

Theorem 1.1 We have

$$
S(B)_{t}=\exp \left(\sum_{k \geq 1} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}(B)_{t} X_{I}\right), t \geq 0
$$

where:

$$
\Lambda_{I}(B)_{t}=\sum_{\sigma \in \mathfrak{S}_{k}} \frac{(-1)^{e(\sigma)}}{k^{2}\binom{k-1}{e(\sigma)}} \int_{\Delta^{k}[0, t]} \circ d B^{\sigma^{-1} \cdot I}
$$

Proof. We shall proceed in several steps.
Step 1. First, we write

$$
S(B)_{t}=\mathbf{1}+\sum_{k=1}^{+\infty} \int_{\Delta^{k}[0, t]} \circ d \omega_{s_{1}} \ldots \circ d \omega_{s_{k}}
$$

where we used the notation

$$
d \omega=\sum_{i=1}^{d} X_{i} d B^{i}
$$

Now we have,

$$
S(B)_{t}=\exp \left(\ln S(B)_{t}\right)=\exp \left(\sum_{k=1}^{+\infty} \frac{(-1)^{k-1}}{k}\left(S(B)_{t}-\mathbf{1}\right)^{k}\right)
$$

Therefore we get,

$$
S(B)_{t}=\exp Z_{t}
$$

with

$$
\begin{equation*}
Z_{t}=\sum_{k=1}^{+\infty} \frac{(-1)^{k-1}}{k}\left(\sum_{n=1}^{+\infty} \int_{\Delta^{n}[0, t]} \circ d \omega_{s_{1}} \ldots \circ d \omega_{s_{n}}\right)^{k} \tag{1.6}
\end{equation*}
$$

For each positive integer $r$, consider all ways of writing

$$
r=p_{1}+\ldots+p_{m}, m=1, \ldots, r
$$

for $p_{j}$ positive integers, and set $q_{0}=0$ and $q_{j}=p_{1}+\ldots+p_{j}$, for $j \geq 1$. We can now expand out

$$
\sum_{k=1}^{+\infty} \frac{(-1)^{k-1}}{k}\left(\sum_{n=1}^{+\infty} \int_{\Delta^{n}[0, t]} \circ d \omega_{s_{1}} \ldots \circ d \omega_{s_{n}}\right)^{k}
$$

to obtain, thanks to Lemma 1.1,

$$
Z_{t}=\sum_{r=1}^{+\infty} \sum_{m=1}^{r} \sum_{p_{j}} \frac{(-1)^{m-1}}{m} \int \circ d \omega_{s_{1}} \ldots \circ d \omega_{s_{r}}
$$

where the integral is taken over the region given by the inequalities

$$
\begin{align*}
& 0<s_{1}<\ldots<s_{q_{1}}<t \\
& 0<s_{q_{1}+1}<\ldots<s_{q_{2}}<t  \tag{1.7}\\
& \ldots \\
& 0<s_{q_{m-1}+1}<\ldots<s_{q_{m}}<t .
\end{align*}
$$

Step 2. By applying now the generalized Baker-Campbell-Hausdorff formula (B.4) of Appendix B, we obtain

$$
\begin{equation*}
\left.Z_{t}=\sum_{r=1}^{+\infty} \sum_{m=1}^{r} \sum_{p_{j}} \frac{(-1)^{m-1}}{m r} \int\left[\ldots\left[\circ d \omega_{s_{1}}, \circ d \omega_{s_{2}}\right] \ldots\right], \circ d \omega_{s_{r}}\right], \tag{1.8}
\end{equation*}
$$

where the integral is taken over the same region. The domain determined by the inequalities (1.7) can be written as the union of simplices obtained from the simplex $\Delta^{r}[0, t]$ by permuting the variables, actually
$\left.\left.\int\left[\ldots\left[\circ d \omega_{s_{1}}, \circ d \omega_{s_{2}}\right] \ldots\right], \circ d \omega_{s_{r}}\right]=\sum \int_{\Delta^{r}[0, t]}\left[\ldots\left[\circ d \omega_{s_{\sigma(1)}}, \circ d \omega_{s_{\sigma(2)}}\right] \ldots\right], \circ d \omega_{s_{\sigma(r)}}\right]$,
where the inner sum is taken over the permutations $\sigma \in \mathfrak{S}_{r}$ that satisfy

$$
\sigma\left(q_{j}+1\right)<\sigma\left(q_{j}+2\right)<\ldots<\sigma\left(q_{j+1}\right), j=0, \cdots, m-1
$$

Therefore, by regrouping the terms in (1.8), we obtain that $Z_{t}$ is equal to

$$
\left.\sum_{r=1}^{+\infty} \sum_{\sigma \in \mathfrak{S}_{r}} \sum_{m=1}^{r} \frac{(-1)^{m-1}}{m r} d(r, m, \sigma) \int_{\Delta^{r}[0, t]}\left[\ldots\left[\circ d \omega_{s_{\sigma(1)}}, \circ d \omega_{s_{\sigma(2)}}\right] \ldots\right], \circ d \omega_{s_{\sigma(r)}}\right]
$$

where $d(r, m, \sigma)$ is the number of ways of choosing positive integers $p_{1}, \ldots, p_{m}$ with $p_{1}+\ldots+p_{m}=r$ satisfying $\sigma\left(q_{j}+1\right)<\ldots<\sigma\left(q_{j+1}\right)$, $j=0, \ldots, m-1$.

Step 3. We claim now that

$$
\sum_{m=1}^{r} \frac{(-1)^{m-1}}{m r} d(r, m, \sigma)=\frac{(-1)^{e(\sigma)}}{r^{2}\binom{r-1}{e(\sigma)}}
$$

Indeed, a straightforward combinatorial argument shows that

$$
d(r, m, \sigma)=\binom{r-e(\sigma)-1}{m-e(\sigma)-1}
$$

so that we need to sum

$$
\sum_{m=e(\sigma)+1}^{r} \frac{(-1)^{m-1}}{m r}\binom{r-e(\sigma)-1}{m-e(\sigma)-1} .
$$

But let us observe that for $n \geq 0$ and $k>0$,

$$
\begin{aligned}
\sum_{j=0}^{n} \frac{(-1)^{j}}{k+j}\binom{n}{j} & =\sum_{j=0}^{n}(-1)^{j}\binom{n}{j} \int_{0}^{1} x^{j+k-1} d x \\
& =\int_{0}^{1}(1-x)^{n} x^{k-1} d x \\
& =\frac{(k-1)!n!}{(k+n)!}
\end{aligned}
$$

Therefore, by setting $k=e(\sigma)+1, m=k+j$, and $n=r-k$ we obtain

$$
\sum_{m=1}^{r} \frac{(-1)^{m-1}}{m r} d(r, m, \sigma)=\frac{(-1)^{e(\sigma)}}{r^{2}\binom{r-1}{e(\sigma)}}
$$

Step 4. Putting things together, we get therefore

$$
\left.Z_{t}=\sum_{r=1}^{+\infty} \sum_{\sigma \in \mathfrak{S}_{r}} \frac{(-1)^{e(\sigma)}}{r^{2}\binom{r-1}{e(\sigma)}} \int_{\Delta^{r}[0, t]}\left[\ldots\left[\circ d \omega_{s_{\sigma(1)}}, \circ d \omega_{s_{\sigma(2)}}\right] \ldots\right], \circ d \omega_{s_{\sigma(r)}}\right]
$$

Now, observe that

$$
\begin{array}{r}
{\left[\circ d \omega_{s_{\sigma(1)}},\left[\ldots,\left[\circ d \omega_{s_{\sigma(r-1)}}, \circ d \omega_{s_{\sigma(r)}}\right] \ldots\right]\right.} \\
\left.=(-1)^{r-1}\left[\ldots\left[\circ d \omega_{s_{\sigma(r)}}, \circ d \omega_{s_{\sigma(r-1)}}\right] \ldots\right], \circ d \omega_{s_{\sigma(1)}}\right],
\end{array}
$$

and that if for $\sigma \in \mathfrak{S}_{r}, \sigma^{*}$ denotes the permutation defined by $\sigma^{*}(k)=$ $\sigma(r+1-k)$, then $e\left(\sigma^{*}\right)=r-1-e(\sigma)$. Therefore, we also have

$$
Z_{t}=\sum_{r=1}^{+\infty} \sum_{\sigma \in \mathfrak{S}_{r}} \frac{(-1)^{e(\sigma)}}{r^{2}\binom{r-1}{e(\sigma)}} \int_{\Delta^{r}[0, t]}\left[\circ d \omega_{s_{\sigma(1)}},\left[\ldots,\left[\circ d \omega_{s_{\sigma(r-1)}}, \circ d \omega_{s_{\sigma(r)}}\right] \ldots\right]\right.
$$

By expanding out

$$
\sum_{\sigma \in \mathfrak{S}_{r}} \frac{(-1)^{e(\sigma)}}{r^{2}\binom{r-1}{e(\sigma)}} \int_{\Delta^{r}[0, t]}\left[\circ d \omega_{s_{\sigma(1)}},\left[\ldots,\left[\circ d \omega_{s_{\sigma(r-1)}}, \circ d \omega_{s_{\sigma(r)}}\right] \ldots\right]\right.
$$

into

$$
\sum_{\sigma \in \mathfrak{S}_{r}} \frac{(-1)^{e(\sigma)}}{r^{2}\binom{r-1}{e(\sigma)}} \sum_{I=\left(i_{1}, \ldots, i_{r}\right)} X_{I} \int_{\Delta^{k}[0, t]} \circ d B^{\sigma^{-1} \cdot I}
$$

we obtain finally the claimed formula.
Remark 1.5 Observe that the first terms in the Chen-Strichartz formula are:
(1)

$$
\sum_{I=\left(i_{1}\right)} \Lambda_{I}(B)_{t} X_{I}=\sum_{k=1}^{d} B_{t}^{i} X_{i}
$$

(2)

$$
\sum_{I=\left(i_{1}, i_{2}\right)} \Lambda_{I}(B)_{t} X_{I}=\frac{1}{2} \sum_{1 \leq i<j \leq d}\left[X_{i}, X_{j}\right] \int_{0}^{t} B_{s}^{i} \circ d B_{s}^{j}-B_{s}^{j} \circ d B_{s}^{i}
$$

it is interesting to note the above Stratonovitch integrals are also Itô integrals, that is

$$
\int_{0}^{t} B_{s}^{i} \circ d B_{s}^{j}-B_{s}^{j} \circ d B_{s}^{i}=\int_{0}^{t} B_{s}^{i} d B_{s}^{j}-B_{s}^{j} d B_{s}^{i}
$$

Remark 1.6 Actually, the Chen-Strichartz formula holds for the signature of any semimartingale: this is indeed a pathwise result.
Remark 1.7 The formal development for the action on functions of the stochastic flow $\Phi_{t}^{*}$ associated with a stochastic differential equation of the type (1.3) reads therefore

$$
\Phi_{t}^{*}=\exp \left(\sum_{k \geq 1} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}(B)_{t} V_{I}\right)
$$

It is also possible to obtain a formal development for the action of $\Phi_{t}$ on smooth tensor fields. Indeed an iteration of the formula given in the Proposition A. 6 of Appendix A leads, due to the Lie algebra homomorphism property of the Lie derivative, to

$$
\Phi_{t}^{*}=\exp \left(\sum_{k \geq 1} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}(B)_{t} \mathcal{L}_{V_{I}}\right)
$$

### 1.4 Expectation of the signature of a Brownian motion

It is interesting to note that it is possible to derive in a purely algebraic manner the semigroup $P_{t}$ associated with the solution of a stochastic differential equation driven by Brownian motions .

Definition 1.3 The element of $\mathbb{R}\left[\left[X_{1}, \ldots, X_{d}\right]\right]$ defined by

$$
P_{t}=\mathbf{1}+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots i_{k}\right)} X_{i_{1} \ldots X_{i_{k}} \mathbb{E}\left(\int_{\Delta^{k}[0, t]} \circ d B^{I}\right), t \geq 0, ., ~ . ~}
$$

is called the expectation of the signature of the Brownian motion $\left(B_{t}\right)_{t \geq 0}$.
Proposition 1.3 We have

$$
P_{t}=\exp \left(\frac{1}{2} t \sum_{i=1}^{d} X_{i}^{2}\right), t \geq 0
$$

Proof. By using proposition (1.2), we get

$$
P_{t}=\mathbf{1}+\sum_{k=1}^{+\infty} \sum_{I \in\{0,1, \ldots, d\}^{k}} X_{i_{1}} \ldots X_{i_{k}} \mathbb{E}\left(\int_{\Delta^{k}[0, t]} d B^{I}\right), t \geq 0
$$

where:

$$
X_{0}=\frac{1}{2} \sum_{i=1}^{d} X_{i}^{2}, \text { and } B_{t}^{0}=t
$$

In the previous sum, the only terms whose expectation does not vanish are the terms

$$
\int_{\Delta^{k}[0, t]} d B^{I}
$$

where $I$ is a word which contains only 0 . Therefore,

$$
P_{t}=\mathbf{1}+\sum_{k=1}^{+\infty} X_{0}^{k} \int_{\Delta^{k}[0, t]} d t_{1} \ldots d t_{k}
$$

Since

$$
\int_{\Delta^{k}[0, t]} d t_{1} \ldots d t_{k}=\frac{1}{k!} \int_{[0, t]^{k}} d t_{1} \ldots d t_{k}=\frac{t^{k}}{k!}
$$

we get

$$
P_{t}=\mathbf{1}+\sum_{k=1}^{+\infty} \frac{t^{k}}{k!} X_{0}^{k}=e^{t X_{0}} .
$$

Remark 1.8 If we think $\left(S(B)_{t}\right)_{t \geq 0}$ as the solution of the formal stochastic differential equation

$$
\begin{equation*}
S(B)_{t}=\mathbf{1}+\sum_{i=1}^{d} \int_{0}^{t} S(B)_{s} X_{i} \circ d B_{s}^{i}, \tag{1.9}
\end{equation*}
$$

and $P_{t}$ as $\mathbb{E}\left(S(B)_{t}\right)$, then the above formula is rather intuitive. Indeed, by writing the Itô's form of (1.9), and by taking the expectation, we obtain the equation

$$
P_{t}=1+\int_{0}^{t} P_{s}\left(\frac{1}{2} \sum_{i=1}^{d} X_{i}^{2}\right) d s,
$$

which directly implies

$$
P_{t}=\exp \left(\frac{1}{2} t \sum_{i=1}^{d} X_{i}^{2}\right) .
$$

Remark 1.9 In the commutative case, we have

$$
S(B)_{t}=\exp \left(\sum_{i=1}^{d} X_{i} B_{t}^{i}\right)
$$

and the formula for $P_{t}$ reduces to the well-known Laplace transform formula

$$
\mathbb{E}\left(\exp \left(\sum_{i=1}^{d} X_{i} B_{t}^{i}\right)\right)=\exp \left(\frac{1}{2} t \sum_{i=1}^{d} X_{i}^{2}\right) .
$$

We stress the fact that the last formula only holds in the commutative case. Observe that the semigroup property of $P_{t}$, that is

$$
P_{t+s}=P_{t} P_{s}
$$

could have been directly derived from the identity

$$
S(B)_{t+s}=S(B)_{t}\left(1+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots i_{k}\right)} X_{i_{1}} \ldots X_{i_{k}} \int_{\Delta^{k}[t, t+s]} \circ d B^{I}\right) .
$$

Indeed, since $\int_{\Delta^{k}[t, t+s]} \circ d B^{I}$ is independent of $\left(B_{u}\right)_{u \leq t}$, we deduce

$$
P_{t+s}=P_{t}\left(1+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots i_{k}\right)} X_{i_{1}} \ldots X_{i_{k}} \mathbb{E}\left(\int_{\Delta^{k}[t, t+s]} \circ d B^{I}\right)\right)
$$

Now observe that, due to the stationarity of the increments of a Brownian motion,

$$
\mathbb{E}\left(\int_{\Delta^{k}[t, t+s]} \circ d B^{I}\right)=\mathbb{E}\left(\int_{\Delta^{k}[0, s]} \circ d B^{I}\right)
$$

so that

$$
P_{t+s}=P_{t}\left(1+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots i_{k}\right)} X_{i_{1}} \ldots X_{i_{k}} \mathbb{E}\left(\int_{\Delta^{k}[0, s]} \circ d B^{I}\right)\right)=P_{t} P_{s}
$$

We have already pointed out that the signature is a universal object in the theory of stochastic flows, so let us see the analytic counterpart of the purely algebraic formula

$$
\mathbf{1}+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots i_{k}\right)} X_{i_{1} \ldots X_{i_{k}} \mathbb{E}\left(\int_{\Delta^{k}[0, t]} \circ d B^{I}\right)=\exp \left(\frac{1}{2} t \sum_{i=1}^{d} X_{i}^{2}\right) . . . . . . .}
$$

In the first section, we have seen that for the action on smooth functions of the stochastic flow $\Phi$ associated with the stochastic differential equation

$$
X_{t}^{x_{0}}=x_{0}+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(X_{s}^{x_{0}}\right) \circ d B_{s}^{i}
$$

we had formally

$$
\Phi_{t}^{*}=\mathbf{I d}+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots i_{k}\right)} V_{i_{1}} \ldots V_{i_{k}} \int_{\Delta^{k}[0, t]} \circ d B^{I}
$$

Therefore,

$$
\mathbb{E}\left(\Phi_{t}^{*}\right)=\mathbf{I d}+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots i_{k}\right)} V_{i_{1}} \ldots V_{i_{k}} \mathbb{E}\left(\int_{\Delta^{k}[0, t]} \circ d B^{I}\right)=e^{\frac{1}{2} t \sum_{i=1}^{d} V_{i}^{2}}
$$

By coming back to the definition of $\Phi_{t}^{*}$ we deduce that if $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a smooth function,

$$
\mathbb{E}\left(f\left(X_{t}^{x_{0}}\right)\right)=\left(e^{\frac{1}{2} t \sum_{i=1}^{d} V_{i}^{2}} f\right)\left(x_{0}\right)
$$

which exactly says that $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ is a Markov process with generator $e^{\frac{1}{2} t \sum_{i=1}^{d} V_{i}^{2}}$. In the same way, by using the formal development of $\Phi_{t}$ on smooth tensor fields which reads

$$
\Phi_{t}^{*}=\mathbf{I d}+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots i_{k}\right)} \mathcal{L}_{V_{i_{1}}} \ldots \mathcal{L}_{V_{i_{k}}} \int_{\Delta^{k}[0, t]} \circ d B^{I},
$$

where $\mathcal{L}$ denotes the Lie derivative, we obtain that if $K$ is a smooth tensor field on $\mathbb{R}^{n}$,

$$
\mathbb{E}\left[\left(\Phi_{t}^{*} K\right)\left(x_{0}\right)\right]=\left(e^{\frac{1}{2} t \sum_{i=1}^{d} \mathcal{L}_{V_{i}}^{2}} K\right)\left(x_{0}\right)
$$

Of course, all this is only formal, but should convince the reader of the relevance of the formal calculus on the signature.

### 1.5 Expectation of the signature of other processes

As already observed, the notion of signature can be defined for other processes than Brownian motions and there is a corresponding notion of expectation for the signature. Let us for instance mention the example of the signature of a fractional Brownian motion. A $d$-dimensional fractional Brownian motion with Hurst parameter $H>\frac{1}{2}$ is a Gaussian process

$$
B_{t}=\left(B_{t}^{1}, \ldots, B_{t}^{d}\right), t \geq 0
$$

where $B^{1}, \ldots, B^{d}$ are $d$ independent centered Gaussian processes with covariance function

$$
R(t, s)=\frac{1}{2}\left(s^{2 H}+t^{2 H}-|t-s|^{2 H}\right) .
$$

It can be shown that such a process admits a continuous version whose paths are locally $p$-Hölder for $p<H$. Therefore, if $H>\frac{1}{2}$, the integrals

$$
\int_{\Delta^{k}[0, t]} d B^{I}
$$

can be understood in the sense of Young's integration; see [Young (1936)] and [Zähle (1998)]. We define then the signature of $\left(B_{t}\right)_{t \geq 0}$ by

$$
S(B)_{t}=\mathbf{1}+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots i_{k}\right)} X_{i_{1}} \ldots X_{i_{k}} \int_{\Delta^{k}[0, t]} d B^{I}, t \geq 0
$$

and associate with $S(B)$ the family of operators

$$
P_{t}=\mathbf{1}+\sum_{k=1}^{+\infty} \sum_{I=\left(i_{1}, \ldots i_{k}\right)} X_{i_{1}} \ldots X_{i_{k}} \mathbb{E}\left(\int_{\Delta^{k}[0, t]} d B^{I}\right), t \geq 0
$$

The increments of $\left(B_{t}\right)_{t \geq 0}$ are not independent (they are however stationary), and $\left(P_{t}\right)_{t \geq 0}$ is therefore not a semigroup. Nevertheless, as shown in [Baudoin and Coutin (2004)], when $t \rightarrow 0$,

$$
P_{t}=\mathbf{1}+\frac{1}{2} t^{2 H}\left(\sum_{i=1}^{d} X_{i}^{2}\right)+t^{4 H} \sum_{i, j, k, l=1}^{d} a_{i, j, k, l} X_{i} X_{j} X_{k} X_{l}+O\left(t^{6 H}\right)
$$

where,

$$
\begin{aligned}
a_{i, j, k, l} & =\frac{1}{2} \delta_{k, l} \delta_{j, i}\left[\frac{1}{4}-2 H \beta(2 H, 2 H-1)\right]+\frac{1}{2} \delta_{i, k} \delta_{j, l} \frac{2 H-1}{4 H(4 H-1)} \\
& +\frac{H(2 H-1)}{8} \delta_{j, k} \delta_{i, l}\left[\beta(2 H, 2 H-2)+\frac{1}{4 H-1}-\frac{1}{2 H-1}\right]
\end{aligned}
$$

with $\beta(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} d t$, and $\delta_{i, j}$ is the Kronecker's symbol. A development for $P_{t}$ which leads to development in small times of expressions of the type $\mathbb{E}\left(f\left(X_{t}^{x_{0}}\right)\right)$, where $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ denotes the solution of the equation

$$
X_{t}^{x_{0}}=x_{0}+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(X_{s}^{x_{0}}\right) d B_{s}^{i}, t \geq 0
$$

which is understood in Young's sense (see [Nualart and Rascanu (2002)] for theorems concerning the existence and the uniqueness for the solution of such an equation).

Observe that when $H \rightarrow \frac{1}{2}$, then the above development tends to

$$
P_{t}=\mathbf{1}+\frac{1}{2} t\left(\sum_{i=1}^{d} X_{i}^{2}\right)+\frac{1}{8} t^{2}\left(\sum_{i=1}^{d} X_{i}^{2}\right)^{2}+O\left(t^{3}\right)
$$

which is the development of the $P_{t}$ corresponding to the Brownian motion.

Also observe that the fourth order operator

$$
\sum_{i, j, k, l=1}^{d} a_{i, j, k, l} X_{i} X_{j} X_{k} X_{l}
$$

can not be simply expressed from

$$
\sum_{i=1}^{d} X_{i}^{2}
$$

Such a discussion can obviously be generalized to any stochastic differential equation driven by Gaussian processes whose paths are more than $\frac{1}{2}$ locally Hölder continuous and this is actually an interesting open question to decide what is the smallest sub-algebra of $\mathbb{R}\left[\left[X_{1}, \ldots, X_{d}\right]\right]$ that contains $P_{t}$.

Let us finally mention another type of processes for which the expectation of the signature can be explicitly computed. Let us consider the process

$$
Z_{t}=B_{\sigma t}, \quad t \geq 0
$$

where $\left(B_{t}\right)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion and $\sigma$ a non negative random variable independent of $\left(B_{t}\right)_{t \geq 0}$ which satisfies $\mathbb{E}\left(\sigma^{k}\right)<$ $+\infty, k \geq 0$. In that case, the expectation of the signature of $\left(Z_{t}\right)_{t \geq 0}$ is easily seen to be given by

$$
P_{t}=\sum_{k=0}^{+\infty} \frac{1}{2^{k} k!} \mathbb{E}\left(\sigma^{k}\right) t^{k}\left(\sum_{i=1}^{d} X_{i}^{2}\right)^{k}
$$

and observe that, like in the Brownian case, the smallest algebra containing $P_{t}$ is given by $\mathbb{R}\left[\sum_{i=1}^{d} X_{i}^{2}\right]$. For instance, by taking for $\sigma$ an exponential law with parameter 1, that is

$$
\mathbb{P}(\sigma \in d x)=e^{-x} \mathbf{1}_{\mathbb{R}_{\geq 0}}(x)
$$

we get

$$
P_{t}=\frac{1}{1-\frac{1}{2} t\left(\sum_{i=1}^{d} X_{i}^{2}\right)}
$$

## Chapter 2

## Stochastic Differential Equations and Carnot Groups

Let us consider a stochastic differential equation

$$
\begin{equation*}
X_{t}^{x_{0}}=x_{0}+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(X_{s}^{x_{0}}\right) \circ d B_{s}^{i}, t \geq 0 \tag{2.1}
\end{equation*}
$$

where $x_{0} \in \mathbb{R}^{n}, V_{1}, \ldots, V_{d}$ are $C^{\infty}$ bounded vector fields on $\mathbb{R}^{n}$ and $\left(B_{t}\right)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion. Since $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ is a strong solution of (2.1), we know from the general theory of stochastic differential equations that $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ is a predictable functional of $\left(B_{t}\right)_{t \geq 0}$ (see Appendix A).

In this chapter, we would like to better understand this pathwise representation. For this, the best tool is certainly the Chen-Strichartz formula which has been proved in the first chapter. Indeed, if we denote $\left(\Phi_{t}\right)_{t \geq 0}$ the stochastic flow associated with equation (2.1), then the Chen-Strichartz formula shows that for the action of $\Phi$ on smooth functions

$$
\Phi_{t}^{*}=\exp \left(\sum_{k \geq 1} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}(B)_{t} V_{I}\right)
$$

where

$$
V_{I}=\left[V_{i_{1}},\left[V_{i_{2}}, \ldots,\left[V_{i_{k-1}}, V_{i_{k}}\right] \ldots\right],\right.
$$

and

$$
\Lambda_{I}(B)_{t}=\sum_{\sigma \in \mathfrak{S}_{k}} \frac{(-1)^{e(\sigma)}}{k^{2}\binom{k-1}{e(\sigma)}} \int_{\Delta^{k}[0, t]} \circ d B^{\sigma^{-1} \cdot I}
$$

Even though this is only a formal development, it clearly shows how the dependance between $B$ and $X^{x_{0}}$ is related to the structure of the Lie algebra $\mathfrak{L}$ generated by the vector fields $V_{i}$ 's. If we want to understand more deeply how the properties of this Lie algebra determine the geometry of $X^{x_{0}}$, it is wiser to begin with the simplest cases. In a way, the most simple Lie algebras are the nilpotent ones. In that case, that is if $\mathfrak{L}$ is nilpotent, then the sum

$$
\sum_{k \geq 1} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}(B)_{t} V_{I}
$$

is actually finite and we shall show that the solutions of equation (2.1) can be represented from the lift of the Brownian motion $\left(B_{t}\right)_{t \geq 0}$ in a graded free nilpotent Lie group with dilations. These groups called the free Carnot groups are introduced and their geometries are discussed.

When the Lie algebra $\mathfrak{L}$ is not nilpotent, this representation does not hold anymore but provides a good approximation for $X^{x_{0}}$ in small times. We conclude the chapter with an introduction to the rough paths theory of [Lyons (1998)], in which Carnot groups also play a fundamental role.

### 2.1 The commutative case

In this section, we shall assume that the Lie algebra $\mathfrak{L}=\operatorname{Lie}\left(V_{1}, \ldots, V_{d}\right)$ is commutative, i.e. that $\left[V_{i}, V_{j}\right]=0$ for $1 \leq i, j \leq d$. This is therefore the simplest possible case: it has been first studied by [Doss (1977)] and [Süssmann (1978)]. The main theorem is the following:

Theorem 2.1 There exists a smooth map

$$
F: \mathbb{R}^{n} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{n}
$$

such that, for $x_{0} \in \mathbb{R}^{n}$, the solution $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ of the stochastic differential equation (2.1) can be written

$$
X_{t}^{x_{0}}=F\left(x_{0}, B_{t}\right), t \geq 0
$$

Proof. For $i=1, \ldots, d$, let us denote by $\left(e^{t V_{i}}\right)_{t \in \mathbb{R}}$ the flow associated with the ordinary differential equation

$$
\frac{d x}{d t}=V_{i}\left(x_{t}\right)
$$

Observe that since the vector fields $V_{i}$ 's are commuting, these flows are also commuting (see Appendix B). We set now for $(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{d}$,

$$
F(x, y)=\left(e^{y_{1} V_{1}} \circ \ldots \circ e^{y_{d} V_{d}}\right)(x)
$$

By applying Itô's formula, we easily see that the process $\left(e^{B_{t}^{d} V_{d}} x_{0}\right)_{t \geq 0}$ is solution of the SDE

$$
d\left(e^{B_{t}^{d} V_{d}}\left(x_{0}\right)\right)=V_{d}\left(e^{B_{t}^{d} V_{d}}\left(x_{0}\right)\right) \circ d B_{t}^{d}
$$

A new application of Itô's formula shows now that, since $V_{d}$ and $V_{d-1}$ are commuting,

$$
\begin{gathered}
d\left(e^{B_{t}^{d-1} V_{d-1}}\left(e^{B_{t}^{d} V_{d}} x_{0}\right)\right)= \\
V_{d-1}\left(e^{B_{t}^{d-1} V_{d-1}}\left(e^{B_{t}^{d} V_{d}} x_{0}\right)\right) \circ d B_{t}^{d-1}+V_{d}\left(e^{B_{t}^{d-1} V_{d-1}}\left(e^{B_{t}^{d} V_{d}} x_{0}\right)\right) \circ d B_{t}^{d}
\end{gathered}
$$

We deduce hence, by an iterative application of Itô's formula that the process $\left(F\left(x_{0}, B_{t}\right)\right)_{t \geq 0}$ satisfies

$$
d F\left(x_{0}, B_{t}\right)=\sum_{i=1}^{d} V_{i}\left(F\left(x_{0}, B_{t}\right)\right) \circ d B_{t}^{i}
$$

Thus, by pathwise uniqueness for the stochastic differential equation (2.1), we conclude that

$$
X_{t}^{x_{0}}=F\left(x_{0}, B_{t}\right), t \geq 0
$$

Computing the function $F$ which appears in the above theorem is not possible in all generality. Indeed, the proof has shown that the effective computation of $F$ is equivalent to the explicit resolution of the $d$ ordinary differential equations

$$
\frac{d x_{t}}{d t}=V_{i}\left(x_{t}\right)
$$

which is of course not an easy matter.
There is however a case of particular importance where it is possible to solve explicitly the stochastic differential equation (2.1): this is the case $n=d=1$. Indeed, in that case, (2.1) can be written

$$
d X_{t}=v\left(X_{t}\right) \circ d B_{t}
$$

which also reads in Itô's form

$$
d X_{t}=\frac{1}{2} v\left(X_{t}\right) v^{\prime}\left(X_{t}\right) d t+v\left(X_{t}\right) d B_{t} .
$$

This equation is solved by

$$
X_{t}=g\left(B_{t}\right)
$$

where $g$ solves

$$
g^{\prime}=v \circ g
$$

### 2.2 Two-step nilpotent SDE's

In this section we introduce the free 2 -step Carnot group over $\mathbb{R}^{d}$, study its geometry and show that it is universal in the study of 2-step nilpotent diffusions. Almost all what follows will be generalized in the next section. Nevertheless, we believe that the understanding of the geometry of the free 2-step Carnot group is much more easy to get than the geometry of general Carnot groups and however contains the most important ideas of sub-Riemannian geometry. Let $d \geq 2$ and denote $\mathcal{A S}_{d}$ the space of $d \times d$ skew-symmetric matrices. We consider the group $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ defined in the following way

$$
\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)=\left(\mathbb{R}^{d} \times \mathcal{A} \mathcal{S}_{d}, \circledast\right)
$$

where $\circledast$ is the group law defined by

$$
\left(\alpha_{1}, \omega_{1}\right) \circledast\left(\alpha_{2}, \omega_{2}\right)=\left(\alpha_{1}+\alpha_{2}, \omega_{1}+\omega_{2}+\frac{1}{2} \alpha_{1} \wedge \alpha_{2}\right)
$$

Here we use the following notation; if $\alpha_{1}, \alpha_{2} \in \mathbb{R}^{d}$, then $\alpha_{1} \wedge \alpha_{2}$ denotes the skew-symmetric matrix $\left(\alpha_{1}^{i} \alpha_{2}^{j}-\alpha_{1}^{j} \alpha_{2}^{i}\right)_{i, j}$. Consider now the vector fields

$$
D_{i}(x)=\frac{\partial}{\partial x^{i}}+\frac{1}{2} \sum_{j<i} x^{j} \frac{\partial}{\partial x^{j, i}}-\frac{1}{2} \sum_{j>i} x^{j} \frac{\partial}{\partial x^{i, j}}, 1 \leq i \leq d
$$

defined on $\mathbb{R}^{d} \times \mathcal{A} \mathcal{S}_{d}$. It is easy to check that:
(1) For $x \in \mathbb{R}^{d} \times \mathcal{A} \mathcal{S}_{d}$,

$$
\left[D_{i}, D_{j}\right](x)=\frac{\partial}{\partial x^{i, j}}, 1 \leq i<j \leq d
$$

(2) For $x \in \mathbb{R}^{d} \times \mathcal{A S}_{d}$,

$$
\left[\left[D_{i}, D_{j}\right], D_{k}\right](x)=0,1 \leq i, j, k \leq d
$$

(3) The vector fields

$$
\left(D_{i},\left[D_{j}, D_{k}\right]\right)_{1 \leq i \leq d, 1 \leq j<k \leq d}
$$

are invariant with respect to the left action of $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ on itself and form a basis of the Lie algebra $\mathfrak{g}_{2}\left(\mathbb{R}^{d}\right)$ of $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$.

It follows that $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ is a $\frac{d(d+1)}{2}$-dimensional step-two nilpotent Lie group whose Lie algebra can be written

$$
\mathfrak{g}_{2}\left(\mathbb{R}^{d}\right)=\mathbb{R}^{d} \oplus\left[\mathbb{R}^{d}, \mathbb{R}^{d}\right]
$$

Notice, moreover, that the scaling

$$
\begin{equation*}
c \cdot(\alpha, \omega)=\left(c \alpha, c^{2} \omega\right) \tag{2.2}
\end{equation*}
$$

defines an automorphism of the group $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$.
Definition 2.1 The group $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ is called the free two-step Carnot group over $\mathbb{R}^{d}$.

## Example 2.1

(1) The Heisenberg group $\mathbb{H}$ can be represented as the set of $3 \times 3$ matrices:

$$
\left(\begin{array}{ccc}
1 & x & z \\
0 & 1 & y \\
0 & 0 & 1
\end{array}\right), \quad x, y, z \in \mathbb{R}
$$

The Lie algebra of $\mathbb{H}$ is spanned by the matrices

$$
D_{1}=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), D_{2}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right) \text { and } D_{3}=\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

for which the following equalities hold

$$
\left[D_{1}, D_{2}\right]=D_{3},\left[D_{1}, D_{3}\right]=\left[D_{2}, D_{3}\right]=0
$$

Thus

$$
\mathfrak{h} \sim \mathbb{R}^{2} \oplus[\mathbb{R}, \mathbb{R}]
$$

and,

$$
\mathbb{H} \sim \mathbb{G}_{2}\left(\mathbb{R}^{2}\right) .
$$

(2) Let us mention a pathwise point of view on the law of $\mathbb{G}_{2}\left(\mathbb{R}^{2}\right)$ which has been pointed to us by N. Victoir. If $x:[0,+\infty) \rightarrow \mathbb{R}^{2}$ is an absolutely continuous path, then for $0<t_{1}<t_{2}$ we denote

$$
\Delta_{\left[t_{1}, t_{2}\right]} x=\left(x_{t_{2}}^{1}-x_{t_{1}}^{1}, x_{t_{2}}^{2}-x_{t_{1}}^{2}, S_{\left[t_{1}, t_{2}\right]} x\right),
$$

where $\left.S_{\left[t_{1}, t_{2}\right]}\right]$ is the area swept out by the vector $\overrightarrow{x_{1} x_{t}}$ during the time interval $\left[t_{1}, t_{2}\right]$. Then, it is easily checked that for $0<t_{1}<t_{2}<t_{3}$,

$$
\Delta_{\left[t_{1}, t_{3}\right]} x=\Delta_{\left[t_{1}, t_{2}\right]} x \circledast \Delta_{\left[t_{2}, t_{3}\right]} x,
$$

where $\circledast$ is precisely the law of $\mathbb{G}_{2}\left(\mathbb{R}^{2}\right)$, i.e. for $\left(x_{1}, y_{1}, z_{1}\right),\left(x_{2}, y_{2}, z_{2}\right) \in$ $\mathbb{R}^{3}$,

$$
\left(x_{1}, y_{1}, z_{1}\right) \circledast\left(x_{2}, y_{2}, z_{2}\right)=\left(x_{1}+x_{2}, y_{1}+y_{2}, z_{1}+z_{2}+\frac{1}{2}\left(x_{1} y_{2}-x_{2} y_{1}\right)\right) .
$$

Let now $\left(B_{t}\right)_{t \geq 0}$ be the Brownian motion considered in the equation (2.1). There exists a unique $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$-valued semimartingale $\left(B_{t}^{*}\right)_{t \geq 0}$ such that $B_{0}^{*}=0_{\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)}$ and

$$
d B_{t}^{*}=\sum_{i=1}^{d} D_{i}\left(B_{t}^{*}\right) \circ d B_{s}^{i}, 0 \leq t \leq T .
$$

Definition 2.2 The process $\left(B_{t}^{*}\right)_{t \geq 0}$ is called the lift of the Brownian motion $\left(B_{t}\right)_{t \geq 0}$ in the group $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$.
It is immediate to check that we have

$$
B_{t}^{*}=\left(B_{t}, \frac{1}{2}\left(\int_{0}^{t} B_{s}^{i} \circ d B_{s}^{j}-B_{s}^{j} \circ d B_{s}^{i}\right)_{1 \leq i, j \leq d}\right), t \geq 0 .
$$

It is interesting to note the above Stratonovitch integrals are also Itô integrals, i.e.

$$
\int_{0}^{t} B_{s}^{i} \circ d B_{s}^{j}-B_{s}^{j} \circ d B_{s}^{i}=\int_{0}^{t} B_{s}^{i} d B_{s}^{j}-B_{s}^{j} d B_{s}^{i} .
$$

Also observe that we have the following scaling property, for every $c>0$,

$$
\left(B_{c t}^{*}\right)_{t \geq 0}=^{\text {law }}\left(\sqrt{c} \cdot B_{t}^{*}\right)_{t \geq 0}
$$

The process $B^{*}$ can be seen as a diffusion process in $\mathbb{R}^{d} \times \mathcal{A} \mathcal{S}_{d}$ (sometimes called the Gaveau diffusion, see [Gaveau (1977)] and [Malliavin (1997)]) whose generator is given by
$\frac{1}{2} \sum_{i=1}^{d} \frac{\partial^{2}}{\partial\left(x^{i}\right)^{2}}+\frac{1}{2} \sum_{i<j}\left(x^{i} \frac{\partial}{\partial x^{j}}-x^{j} \frac{\partial}{\partial x^{i}}\right) \frac{\partial}{\partial x^{i, j}}+\frac{1}{8} \sum_{i<j}\left(\left(x^{i}\right)^{2}+\left(x^{j}\right)^{2}\right) \frac{\partial^{2}}{\partial\left(x^{i, j}\right)^{2}}$.
Moreover, as shown by [Gaveau (1977)], the law of $B^{*}$ is characterized by the following generalization of Lévy's area formula:

Lemma 2.1 Let $A$ be a $d \times d$ skew-symmetric matrix. Then, for $t>0$,

$$
\mathbb{E}\left(e^{i \int_{0}^{t}\left(A B_{s}, d B_{s}\right)} \mid B_{t}=z\right)=\operatorname{det}\left(\frac{t A}{\sin t A}\right)^{\frac{1}{2}} \exp \left(\frac{I-t A \cot t A}{2 t} z, z\right)
$$

It is now time to say few words about the natural geometry of $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$. First, we note that there is a natural scalar product $g$ associated with the previous operator, precisely we define for $(\alpha, \omega),\left(\alpha^{\prime}, \omega^{\prime}\right) \in \mathfrak{g}_{2}\left(\mathbb{R}^{d}\right)$,

$$
g\left((\alpha, \omega),\left(\alpha^{\prime}, \omega^{\prime}\right)\right)=\left\langle\alpha, \alpha^{\prime}\right\rangle_{\mathbb{R}^{d}}
$$

where $\langle,\rangle_{\mathbb{R}^{d}}$ denotes the usual scalar product on $\mathbb{R}^{d}$. This scalar product, only defined on $\mathfrak{g}_{2}\left(\mathbb{R}^{d}\right)$, i.e. on the tangent space to $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ at $0_{\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)}$, can be extended in a usual manner to a left invariant ( 0,2 )-tensor, still denoted $g$, and defined on the whole Lie group $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$. Precisely, for $x \in \mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$, we define $g_{x}$ on the tangent space to $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ at $x$ in such a way that for $1 \leq i, j, k, l \leq d$,

$$
\begin{gathered}
g_{x}\left(D_{i}(x), D_{j}(x)\right)=0 \text { if } i \neq j, \\
g_{x}\left(D_{i}(x), D_{i}(x)\right)=1, \\
g_{x}\left(D_{i}(x),\left[D_{j}, D_{k}\right](x)\right)=0, \\
g_{x}\left(\left[D_{i}, D_{j}\right](x),\left[D_{k}, D_{l}\right](x)\right)=0
\end{gathered}
$$

Since $g$ is not definite positive, the associated geometry is not Riemannian but sub-Riemannian. The relevant object for studying this geometry is the so-called horizontal distribution $\mathcal{H}$ which is defined as the smoothly varying family of vector spaces

$$
\mathcal{H}_{x}=\operatorname{span}\left(D_{1}(x), \ldots, D_{d}(x)\right), x \in \mathbb{G}_{2}\left(\mathbb{R}^{d}\right)
$$

An absolutely continuous curve $c:[0,1] \rightarrow \mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ is called horizontal if for almost every $s \in[0,1]$ we have $c^{\prime}(s) \in \mathcal{H}_{c(s)}$.
Proposition 2.1 Let $c=(\alpha, \omega)$ be an absolutely continuous curve $[0,1] \rightarrow \mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$. It is a horizontal curve if and only if

$$
\omega^{\prime}(s)=\frac{1}{2} \alpha(s) \wedge \alpha^{\prime}(s)
$$

Proof. The curve $c$ is horizontal if and only if there exist $\lambda_{1}, \ldots, \lambda_{d}$ such that

$$
c^{\prime}(s)=\sum_{i=1}^{d} \lambda_{i}(s) D_{i}(c(s))
$$

Since

$$
D_{i}(x)=\frac{\partial}{\partial x^{i}}+\frac{1}{2} \sum_{j<i} x^{j} \frac{\partial}{\partial x^{j, i}}-\frac{1}{2} \sum_{j>i} x^{j} \frac{\partial}{\partial x^{i, j}}, 1 \leq i \leq d
$$

we obtain, first, by an identification of the coefficients in front of the $\frac{\partial}{\partial x^{2}}$ 's

$$
\lambda_{i}(s)=\alpha_{i}^{\prime}(s)
$$

The identification of the terms in front of the $\frac{\partial}{\partial x^{2, j}}$ 's leads exactly to

$$
\omega^{\prime}(s)=\frac{1}{2} \alpha(s) \wedge \alpha^{\prime}(s)
$$

The length of an horizontal curve $c$ with respect to $g$ is defined by

$$
l(c)=\int_{0}^{1} \sqrt{g_{c(s)}\left(c^{\prime}(s), c^{\prime}(s)\right)} d s
$$

We can now turn to the first version of Chow theorem, whose proof shall be given later (see Theorem 2.4).

Theorem 2.2 Given two points $x$ and $y \in \mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$, there is at least one horizontal curve $c:[0,1] \rightarrow \mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ such that $c(0)=x$ and $c(1)=y$.
The Carnot-Carathéodory distance between $x$ and $y$ and denoted $d_{g}(x, y)$ is defined as being the infimum of the lengths of all the horizontal curves joining $x$ and $y$. It is easily checked that this distance satisfies $d_{g}(c \cdot x, c \cdot y)=$ $c d_{g}(x, y)$, for any $c>0, x, y \in \mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$, where the multiplication by $c$ in the group corresponds to the scaling defined by the formula (2.2). A horizontal curve with length $d_{g}(x, y)$ is called a sub-Riemannian geodesic joining $x$ and $y$.

Proposition 2.2 Let $c=(\alpha, \omega)$ be a smooth horizontal curve $[0,1] \rightarrow$ $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$. Then, it is a sub-Riemannian geodesic if and only if there exists a skew-symmetric $d \times d$ matrix $\Lambda$ such that

$$
\alpha^{\prime \prime}=\Lambda \alpha^{\prime}
$$

Proof. First, we note that the equation given in the proposition is nothing else than the Euler-Lagrange equation

$$
\frac{d}{d s} \frac{\partial L}{\partial c^{\prime}}=\frac{\partial L}{\partial c}
$$

associated with the Lagrangian with constraints

$$
L\left(c(s), c^{\prime}(s)\right)=\frac{1}{2} g_{c(s)}\left(c^{\prime}(s), c^{\prime}(s)\right)+2 \sum_{i<j} \Lambda_{i, j} \theta^{i, j}\left(c^{\prime}(s)\right)
$$

where $\Lambda$ is an arbitrary skew-symmetric $d \times d$ matrix and $\theta^{i, j}=d x^{i, j}$ is the one-form on $\mathfrak{g}_{2}\left(\mathbb{R}^{d}\right)$ which vanishes on $\mathfrak{g}_{2}\left(\mathbb{R}^{d}\right)$ excepted on the vector space spanned by $\left[D_{i}, D_{j}\right]$. Indeed, since $c$ is horizontal we can write

$$
c^{\prime}(s)=\sum_{i=1}^{d} \alpha_{i}^{\prime}(s) D_{i}(c(s))
$$

thus

$$
L\left(c(s), c^{\prime}(s)\right)=\frac{1}{2} \sum_{i=1}^{d}\left(\alpha_{i}^{\prime}(s)\right)^{2}+\sum_{i<j} \Lambda_{i, j}\left(\alpha_{i}(s) \alpha_{j}^{\prime}(s)-\alpha_{j}(s) \alpha_{i}^{\prime}(s)\right),
$$

and

$$
\frac{\partial L}{\partial \alpha_{i}^{\prime}}=\alpha_{i}^{\prime}(s)-\sum_{j=1}^{d} \Lambda_{i, j} \alpha_{j}(s)
$$

Now, to conclude the proof we have to check that all the sub-Riemannian geodesics are indeed critical points of the constrained Lagrangian that has been considered. Since the proof of this fact is not obvious and quite technical, we refer the interested reader to [Golé and Karidi (1995)].

Remark 2.1 It can be shown that in $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$, all the sub-Riemannian geodesics are smooth (see e.g. [Golé and Karidi (1995)]).

From the previous proposition, we deduce that the sub-Riemannian geodesics in $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ are generalized helices, i.e. curves with constant curvature. Precisely, let $c=(\alpha, \omega)$ be a sub-Riemannian geodesic. The curve $c$ is smooth and solves the equation

$$
\begin{equation*}
\alpha^{\prime \prime}=\Lambda \alpha^{\prime} \tag{2.3}
\end{equation*}
$$

for some skew-symmetric $d \times d$ matrix $\Lambda$. It is now an elementary fact in linear algebra that we can then write a decomposition

$$
\mathbb{R}^{d}=\operatorname{Ker}(\Lambda) \oplus H_{1} \oplus \cdots H_{m}
$$

where $H_{1}, \ldots, H_{m}$ are planes (i.e. two-dimensional spaces) such that $\Lambda H_{i}=$ $H_{i}$. Therefore, a direct quadrature of the equation (2.3) shows that the projection of $c$ onto any one of these planes is part of a circle, and its projection on the kernel is a line segment.

Now, since the geodesics of the geometry of $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ are known, it is natural to be interested in the shape of balls. We denote for $\varepsilon>0, \mathbf{B}_{g}(0, \varepsilon)$ the open ball with radius $\varepsilon$ for the Carnot-Carathéodory metric $d_{g}$. By direct but tedious computations, it can be shown that the sphere $\partial \mathbf{B}_{g}(0, \varepsilon)$ is not a smooth sub-manifold of $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$. Precisely, $\partial \mathbf{B}_{g}(0, \varepsilon)$ has a singularity in each of the vertical directions $\left[D_{i}, D_{j}\right]=\frac{\partial}{\partial x^{i, j}}$. For instance in the Heisenberg group, i.e. in $\mathbb{G}_{2}\left(\mathbb{R}^{2}\right)$, the unit sphere looks like an apple (see Fig. 2.1) whose parametric equations are

$$
\begin{aligned}
& x(u, v)=\frac{\cos u \sin v-\sin u(1-\cos v)}{v} \\
& y(u, v)=\frac{\sin u \sin v+\cos u(1-\cos v)}{v} \\
& z(u, v)=\frac{v-\sin v}{v^{2}},
\end{aligned}
$$

where $u \in[0,2 \pi], v \in[-2 \pi, 2 \pi]$. By letting the parameter $v$ describe $\mathbb{R}$, we obtain the wave front of the Heisenberg group, whose structure is quite complicated (see Fig. 2.2 which represents half of the wave front).

For the Euclidean metric of $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)=\mathbb{R}^{d} \times \mathbb{R}^{\frac{d(d-1)}{2}}$, the size of the sphere $\mathbf{B}_{g}(0, \varepsilon)$ in the horizontal directions is approximatively $\varepsilon$ and approximatively $\varepsilon^{2}$ in the vertical directions. Precisely, as it will be seen later, if for $\varepsilon>0$, we denote

$$
\operatorname{Box}(\varepsilon)=\left\{(\alpha, \omega) \in \mathbb{G}_{2}\left(\mathbb{R}^{d}\right),\left|\alpha_{i}\right| \leq \varepsilon,\left|\omega_{j, k}\right| \leq \varepsilon^{2}\right\}
$$

there exist positive constants $c_{1}$ and $c_{2}$ and $\varepsilon_{0}$ such that for any $0<\varepsilon<\varepsilon_{0}$,

$$
\operatorname{Box}\left(c_{1} \varepsilon\right) \subset \mathbf{B}_{g}(0, \varepsilon) \subset \mathbf{B o x}\left(c_{2} \varepsilon\right)
$$



Fig. 2.1 The unit Heisenberg sphere.

From this estimation, we deduce immediately that the topology given by the distance $d_{g}$ is compatible with the natural topology of the Lie group $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$. We can also deduce that the Hausdorff dimension of the metric space $\left(\mathbb{G}_{2}\left(\mathbb{R}^{d}\right), d_{g}\right)$ is $\operatorname{dim} \mathcal{V}_{1}+2 \operatorname{dim} \mathcal{V}_{2}=d^{2}$ which is quite striking since the dimension of $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ as a topological manifold is only equal to $\frac{d(d+1)}{2}$. For further details on these properties of the metric space $\left(\mathbb{G}_{2}\left(\mathbb{R}^{d}\right), d_{g}\right)$, we refer to the next section.

We now come back to the study of the stochastic differential equation

$$
\begin{equation*}
X_{t}^{x_{0}}=x_{0}+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(X_{s}^{x_{0}}\right) \circ d B_{s}^{i}, t \geq 0 \tag{2.4}
\end{equation*}
$$

where $x_{0} \in \mathbb{R}^{n}, V_{1}, \ldots, V_{d}$ are $C^{\infty}$ bounded vector fields on $\mathbb{R}^{n}$ and $\left(B_{t}\right)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion and show the universality of the group $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ in the study of two-step nilpotent diffusions.


Fig. 2.2 The wave front in the Heisenberg group.
Theorem 2.3 Assume that the Lie algebra $\mathfrak{L}=\mathbf{L i e}\left(V_{1}, \ldots, V_{d}\right)$ is two-step nilpotent. There exists a smooth map

$$
F: \mathbb{R}^{n} \times \mathbb{G}_{2}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{n}
$$

such that, for $x_{0} \in \mathbb{R}^{n}$, the solution $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ of the stochastic differential equation (2.4) can be written

$$
X_{t}^{x_{0}}=F\left(x_{0}, B_{t}^{*}\right)
$$

where $\left(B_{t}^{*}\right)_{t \geq 0}$ is the lift of $\left(B_{t}\right)_{t \geq 0}$ in the group $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$.
Proof. Let us consider the function $F: \mathbb{R}^{n} \times \mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ defined for $x \in \mathbb{R}^{n}$ and $g=(\alpha, \omega) \in \mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ by

$$
F(x, g)=\exp \left(\sum_{i=1}^{d} \alpha^{i} V_{i}+\frac{1}{2} \sum_{1 \leq i<j \leq d}\left[V_{i}, V_{j}\right] \omega^{i, j}\right)(x)
$$

Since the Stratonovitch integration satisfies the usual change of variable formula, an iteration of Itô's formula shows, by using Chen's development
theorem, that the process $\left(F\left(x_{0}, B_{t}^{*}\right)\right)_{t \geq 0}$ solves the equation (2.4). We conclude by the pathwise uniqueness property.

The conclusion of this section is hence the following: The natural geometry associated with a 2 -step nilpotent stochastic differential equation is the sub-Riemannian geometry of a quotient of the free 2-step Carnot group $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$. The next step for us is now to generalize the previous study to any nilpotent stochastic differential equation.

### 2.3 N-step nilpotent SDE's

We introduce now the notion of Carnot group. Carnot groups are to subRiemannian geometry what Euclidean spaces are to Riemannian geometry. Numerous papers and several books are devoted to the analysis of these groups (see e.g. [Bellaïche (1996)], [Folland and Stein (1982)], [Goodman (1976)], [Gromov (1996)]).

Definition 2.3 A Carnot group of step (or depth) $N$ is a simply connected Lie group $\mathbb{G}$ whose Lie algebra can be written

$$
\mathcal{V}_{1} \oplus \ldots \oplus \mathcal{V}_{N}
$$

where

$$
\left[\mathcal{V}_{i}, \mathcal{V}_{j}\right]=\mathcal{V}_{i+j}
$$

and

$$
\mathcal{V}_{s}=0, \text { for } s>N
$$

Example 2.2 The group $\left(\mathbb{R}^{d},+\right)$ is the only commutative Carnot group.
Example 2.3 The group $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ considered in the previous section is a Carnot group of depth 2.

Example 2.4 Consider the set $\mathbb{H}_{n}=\mathbb{R}^{2 n} \times \mathbb{R}$ endowed with the group law

$$
(x, \alpha) \star(y, \beta)=\left(x+y, \alpha+\beta+\frac{1}{2} \omega(x, y)\right)
$$

where $\omega$ is the standard symplectic form on $\mathbb{R}^{2 n}$, that is

$$
\omega(x, y)=x^{t}\left(\begin{array}{cc}
0 & -\mathbf{I}_{n} \\
\mathbf{I}_{n} & 0
\end{array}\right) y .
$$

Observe that $\mathbb{H}_{1}$ is the Heisenberg group. On $\mathfrak{h}_{n}$ the Lie bracket is given by

$$
[(x, \alpha),(y, \beta)]=(0, \omega(x, y))
$$

and it is easily seen that

$$
\mathfrak{h}_{n}=\mathcal{V}_{1} \oplus \mathcal{V}_{2},
$$

where $\mathcal{V}_{1}=\mathbb{R}^{2 n} \times\{0\}$ and $\mathcal{V}_{2}=\{0\} \times \mathbb{R}$. Therefore $\mathbb{H}_{n}$ is a Carnot group of depth 2 .

We consider throughout this section a Lie group $\mathbb{G}$ which satisfies the hypothesis of the above definition. Notice that the vector space $\mathcal{V}_{1}$, which is called the basis of $\mathbb{G}$, Lie generates $\mathfrak{g}$, where $\mathfrak{g}$ denotes the Lie algebra of $\mathbb{G}$. Since $\mathbb{G}$ is step $N$ nilpotent and simply connected, the exponential map is a diffeomorphism and the Baker-Campbell-Hausdorff formula therefore completely characterizes the group law of $\mathbb{G}$ because for $U, V \in \mathfrak{g}$,

$$
\exp U \exp V=\exp (P(U, V))
$$

for some universal Lie polynomial $P$ whose first terms are given by

$$
\begin{aligned}
P(U, V)= & U+V+\frac{1}{2}[U, V]+\frac{1}{12}[[U, V], V]-\frac{1}{12}[[U, V], U] \\
& -\frac{1}{48}[V,[U,[U, V]]]-\frac{1}{48}[U,[V,[U, V]]]+\cdots .
\end{aligned}
$$

(see Appendix B for an explicit formula). On $\mathfrak{g}$ we can consider the family of linear operators $\delta_{t}: \mathfrak{g} \rightarrow \mathfrak{g}, t \geq 0$ which act by scalar multiplication $t^{i}$ on $\mathcal{V}_{i}$. These operators are Lie algebra automorphisms due to the grading. The maps $\delta_{t}$ induce Lie group automorphisms $\Delta_{t}: \mathbb{G} \rightarrow \mathbb{G}$ which are called the canonical dilations of $\mathbb{G}$. Let us now take a basis $U_{1}, \ldots, U_{d}$ of the vector space $\mathcal{V}_{1}$. The vectors $U_{i}$ 's can be seen as left invariant vector fields on $\mathbb{G}$ so that we can consider the following stochastic differential equation on $\mathbb{G}$ :

$$
\begin{equation*}
d \tilde{B}_{t}=\sum_{i=1}^{d} \int_{0}^{t} U_{i}\left(\tilde{B}_{s}\right) \circ d B_{s}^{i}, t \geq 0 \tag{2.5}
\end{equation*}
$$

which is easily seen to have a unique (strong) solution $\left(\tilde{B}_{t}\right)_{t \geq 0}$ associated with the initial condition $\tilde{B}_{0}=0_{\mathbb{G}}$.

Definition 2.4 The process $\left(\tilde{B}_{t}\right)_{t \geq 0}$ is called the lift of the Brownian motion $\left(B_{t}\right)_{t \geq 0}$ in the group $\mathbb{G}$ with respect to the basis $\left(U_{1}, \ldots, U_{d}\right)$.

Remark 2.2 Notice that $\left(\tilde{B}_{t}\right)_{t \geq 0}$ is a Markov process with generator $\frac{1}{2} \sum_{i=1}^{d} U_{i}^{2}$. This second-order differential operator is, by construction, leftinvariant and hypoelliptic.

Proposition 2.3 We have

$$
\tilde{B}_{t}=\exp \left(\sum_{k=1}^{N} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}(B)_{t} U_{I}\right), t \geq 0
$$

where:

$$
\Lambda_{I}(B)_{t}=\sum_{\sigma \in \mathfrak{S}_{k}} \frac{(-1)^{e(\sigma)}}{k^{2}\binom{k-1}{e(\sigma)}} \int_{\Delta^{k}[0, t]} \circ d B^{\sigma^{-1} \cdot I}
$$

Proof. This is obviously a straightforward consequence of the ChenStrichartz development Theorem 1.1, whose proof is given in Chapter 1. Nevertheless, since the general proof of Theorem 1.1 is purely algebraic we believe that it is interesting to hint a more pathwise oriented proof. We follow closely [Strichartz (1987)] and proceed in two steps. In the first step we show that if $\omega: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{d}$ is an absolutely continuous path, then the solution of the ordinary differential equation

$$
d x_{t}=\sum_{i=1}^{d} U_{i}\left(x_{t}\right) d \omega_{t}^{i}
$$

is given by

$$
x_{t}=\exp \left(\sum_{k=1}^{N} \sum_{I=\left\{i_{1}, \ldots, i_{k}\right\}} \Lambda_{I}(\omega)_{t} U_{I}\right),
$$

where

$$
\Lambda_{I}(\omega)_{t}=\sum_{\sigma \in \mathfrak{S}_{k}} \frac{(-1)^{e(\sigma)}}{k^{2}\binom{k-1}{e(\sigma)}} \int_{\Delta^{k}[0, t]} d \omega^{\sigma^{-1} \cdot I}
$$

In the second step, we observe that Stratonovitch differentiation follows the same rules as the differentiation of absolutely continuous paths.

Step 1. Let $\omega: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{d}$ be an absolutely continuous path. Let $t>0$ and $n \in \mathbb{N}^{*}$. We consider a regular subdivision $0=t_{0}<t_{1}<\ldots<t_{n}=t$
of the time interval $[0, t]$. The linear continuous interpolation of the path $\left(\omega_{s}\right)_{0 \leq s \leq t}$ is given by:

$$
\tilde{\omega}_{s}^{k}=n\left(\omega_{t_{i+1}}^{k}-\omega_{t_{i}}^{k}\right)\left(s-t_{i}\right)+\omega_{t_{i}}^{k}
$$

where $s \in\left[t_{i}, t_{i+1}\right), k=1, \ldots, d$. If $\left(\tilde{x}_{s}\right)_{0 \leq s \leq t}$ denotes the solution of the ordinary differential equation

$$
d \tilde{x}_{s}=\sum_{k=1}^{d} U_{k}\left(\tilde{x}_{s}\right) d \tilde{\omega}_{s}^{k}, 0 \leq s \leq t
$$

it is easily seen that

$$
\tilde{x}_{t}=\exp \left(\sum_{k=1}^{d}\left(\omega_{t}^{k}-\omega_{t_{n-1}}^{k}\right) U_{k}\right) \cdots \exp \left(\sum_{k=1}^{d}\left(\omega_{t_{1}}^{k}-\omega_{t_{0}}^{k}\right) U_{k}\right) .
$$

Now we use the Baker-Campbell-Hausdorff formula (see Appendix B) to write the previous product of exponentials under the form

$$
\tilde{x}_{t}=\exp \left(\sum_{k=1}^{N} \sum_{I=\left\{i_{1}, \ldots, i_{k}\right\}} \Lambda_{I}^{n}(\omega)_{t} U_{I}\right)
$$

and similar arguments, using furthermore the convergence of Riemann sums, to those given in the proof of the Chen-Strichartz formula show that

$$
\Lambda_{I}^{n}(\omega)_{t} \rightarrow_{n \rightarrow+\infty} \Lambda_{I}(\omega)_{t}
$$

Since

$$
\tilde{x}_{t} \rightarrow_{n \rightarrow+\infty} x_{t}
$$

we conclude that

$$
x_{t}=\exp \left(\sum_{k=1}^{N} \sum_{I=\left\{i_{1}, \ldots, i_{k}\right\}} \Lambda_{I}(\omega)_{t} U_{I}\right)
$$

Step 2. Since the Itô's formula with Stratonovitch integrals has the same form as the usual change of variable formula, an iteration of Itô's formula shows the expected result.

Observe that, due to the elementary fact

$$
\left(\Lambda_{I}(B)_{c t}\right)_{t \geq 0}={ }^{l a w}\left(c^{\frac{|I|}{2}} \Lambda_{I}(B)_{t}\right)_{t \geq 0}
$$

we have the following scaling property, for every $c>0$

$$
\left(\tilde{B}_{c t}\right)_{t \geq 0}={ }^{\operatorname{law}}\left(\Delta_{\sqrt{c}} \tilde{B}_{t}\right)_{t \geq 0} .
$$

This scaling property leads directly to the following value at $0_{\mathbb{G}}$ of the density $\tilde{p}_{t}$ of $\tilde{B}_{t}$ with respect to any Haar measure of $\mathbb{G}$ :

$$
\tilde{p}_{t}\left(0_{\mathbb{G}}\right)=\frac{C}{t^{\frac{D}{2}}}, t>0
$$

where $C>0$ and $D=\sum_{i=1}^{N} i \operatorname{dim} \mathcal{V}_{i}$. Moreover, from [Alexopoulos and Lohoué (2004)], for $\tilde{p}_{t}, t>0$, the following estimates hold:

Proposition 2.4 For $\left(i_{1}, \ldots, i_{p}\right) \in\{1, \ldots, d\}^{p}, g \in \mathbb{G}, q \geq 0, t>0$,

$$
\left|U_{i_{1}} \cdots U_{i_{p}} \partial_{t}^{q} \tilde{p}_{t}(g)\right| \leq \frac{A_{p, q}}{t^{\frac{D+p+2 q}{2}}} \exp \left(-\frac{d_{g}\left(0_{\mathbb{G}}, g\right)^{2}}{B_{p, q} t}\right)
$$

where $A_{p, q}$ and $B_{p, q}$ are non-negative constants.
We now turn to the geometry of $\mathbb{G}$. The Lie algebra $\mathfrak{g}$ can be identified with the set of left-invariant vector fields on $\mathbb{G}$. From this identification and from the decomposition

$$
\mathfrak{g}=\mathcal{V}_{1} \oplus \ldots \oplus \mathcal{V}_{N}
$$

we deduce a decomposition of the tangent space $\mathrm{T}_{x} \mathbb{G}$ to $\mathbb{G}$ at $x \in \mathbb{G}$ :

$$
\mathrm{T}_{x} \mathbb{G}=\mathcal{V}_{1}(x) \oplus \ldots \oplus \mathcal{V}_{N}(x)
$$

where $\mathcal{V}_{i}(x)$ is the fiber at $x$ of the left-invariant differential system spanned by $\mathcal{V}_{i}$. This decomposition endows naturally $\mathbb{G}$ with a left-invariant $(0,2)$ tensor $g$. Precisely, for $x \in \mathbb{G}$, we define $g_{x}$ as being the scalar product on $\mathrm{T}_{x} \mathbb{G}$ such that:
(1) The vectors $U_{1}(x), \ldots, U_{d}(x)$ form an orthonormal basis;
(2) $g_{x} \mid \mathcal{V}_{i}(x) \times \mathcal{V}_{j}(x)=0$, if $i$ or $j$ is different from 1 .

An absolutely continuous curve $c:[0,1] \rightarrow \mathbb{G}$ is called horizontal if for almost every $s \in[0,1]$ we have $c^{\prime}(s) \in \mathcal{V}_{1}(c(s))$. The length of a horizontal curve $c$ with respect to $g$ is defined by

$$
l(c)=\int_{0}^{1} \sqrt{g_{c(s)}\left(c^{\prime}(s), c^{\prime}(s)\right)} d s
$$

We can now state the basic result on the geometry of Carnot groups: The Chow's theorem.

Theorem 2.4 Given two points $x$ and $y \in \mathbb{G}$, there is at least one horizontal absolutely continuous curve $c:[0,1] \rightarrow \mathbb{G}$ such that $c(0)=x$ and $c(1)=y$.

Proof. Let us denote $G$ the subgroup of diffeomorphisms $\mathbb{G} \rightarrow \mathbb{G}$ generated by the one-parameter subgroups corresponding to $U_{1}, \ldots, U_{d}$. The Lie algebra of $G$ can be identified with the Lie algebra generated by $U_{1}, \ldots, U_{d}$, i.e. $\mathfrak{g}$. We deduce that $G$ can be identified with $\mathbb{G}$ itself, so that it acts transitively on $\mathbb{G}$. It means that for every $x \in \mathbb{G}$, the map $G \rightarrow \mathbb{G}, g \rightarrow g(x)$ is surjective. Thus, every two points in $\mathbb{G}$ can be joined by a piecewise smooth horizontal curve where each piece is a segment of an integral curve of one of the vector fields $U_{i}$.

Remark 2.3 In the above proof, the horizontal curve constructed to join two points is not smooth. Nevertheless, it can be shown that it is always possible to connect two points with a smooth horizontal curve (see [Gromov (1996)] pp. 120).

The Carnot-Carathéodory distance between $x$ and $y$ and denoted $d_{g}(x, y)$ is defined as being the infimum of the lengths of all the horizontal curves joining $x$ and $y$. It is easily checked that this distance satisfies $d_{g}\left(\Delta_{c} x, \Delta_{c} y\right)=$ $c d_{g}(x, y)$, for every $c>0, x, y \in \mathbb{G}$.

Remark 2.4 The distance $d_{g}$ depends on the choice of a basis for $\mathcal{V}_{1}$. Nevertheless, all the Carnot-Carathéodory distances that can be constructed are bi-Lipschitz equivalent.

A horizontal curve with length $d_{g}(x, y)$ is called a sub-Riemannian geodesic joining $x$ and $y$. The topology of the metric space $\left(\mathbb{G}, d_{g}\right)$ is really of interest. The basic tool to investigate this topology is the so-called ball-box theorem. Denote for $\varepsilon>0$,

$$
\operatorname{Box}(\varepsilon)=\left\{g \in \mathfrak{g},\left\|g_{i}\right\|_{i} \leq \varepsilon^{i}, 1 \leq i \leq N\right\}
$$

where $g_{i}$ denotes the projection of $g$ on $\mathcal{V}_{i}$ and $\left\|g_{i}\right\|_{i}$ the norm of $g_{i}$ with respect to any norm of $\mathcal{V}_{i}$ (all the norms on $\mathcal{V}_{i}$ are equivalent). We have then the following so-called ball-box theorem.

Proposition 2.5 There exist positive constants $c_{1}$ and $c_{2}$ and $\varepsilon_{0}$ such that for any $0<\varepsilon<\varepsilon_{0}$,

$$
\exp \left(\boldsymbol{B o x}\left(c_{1} \varepsilon\right)\right) \subset \mathbf{B}_{g}(0, \varepsilon) \subset \exp \left(\mathbf{B o x}\left(c_{2} \varepsilon\right)\right)
$$

where $\mathbf{B}_{g}(0, \varepsilon)$ denotes the open ball with radius $\varepsilon$ in the metric space $\left(\mathbb{G}, d_{g}\right)$.
Remark 2.5 Let us mention that the previous proposition is actually a consequence of the equivalence of all the homogeneous norms on $\mathbb{G}$. A homogeneous norm on $\mathbb{G}$ is a continuous function $\|\cdot\|: \mathbb{G} \rightarrow[0,+\infty)$, smooth away from the origin, such that:
(1) $\left\|\Delta_{c} x\right\|=c\|x\|, c>0, x \in \mathbb{G}$;
(2) $\left\|x^{-1}\right\|=\|x\|, x \in \mathbb{G}$;
(3) $\|x\|=0$ if and only if $x=0_{\mathbb{G}}$.

For analytical questions in Carnot groups (estimations,...) it is often more convenient to work with a given homogeneous norm rather than with the Carnot-Carathéodory distance itself.

We have important consequences of the ball-box theorem. First, the topology given by the distance $d_{g}$ is compatible with the natural topology of the Lie group $\mathbb{G}$. Secondly, we can compute the Hausdorff dimension of the metric space $\left(\mathbb{G}, d_{g}\right)$.

To make what follows clear, let us recall some facts about Hausdorff measure and Hausdorff dimension (see e.g. [Falconer (1986)] for a detailed account of this material). Let $(\mathbb{M}, d)$ be a metric space, and let $\Omega$ be an open subset of $\mathbb{M}$. Consider an open cover $\mathcal{U}=\left\{U_{\alpha}\right\}$ of $\Omega$ and set for $s>0$

$$
\mu^{s}(\Omega, \mathcal{U})=\sum_{\alpha}\left(\operatorname{diam}\left(U_{\alpha}\right)\right)^{s}
$$

This quantity (possibly infinite) is called the approximate $s$-dimensional Hausdorff measure. We will use the notation $|\mathcal{U}|<\epsilon$ to mean that each $U_{\alpha}$ has diameter less than $\epsilon$. The $\epsilon$-approximate $s$-dimensional measure of $\Omega$ is the number

$$
\mu_{\epsilon}^{s}(\Omega)=\inf \left\{\mu^{s}(\Omega, \mathcal{U}),|\mathcal{U}|<\epsilon\right\}
$$

Finally, set

$$
\mu^{s}(\Omega)=\lim _{\epsilon \rightarrow 0} \mu_{\epsilon}^{s}(\Omega)
$$

This quantity is called the $s$-dimensional Hausdorff measure of $\Omega$.
Proposition 2.6 There is a unique value D, called the Hausdorff dimension of the open set $\Omega$, with the property that $\mu^{s}(\Omega)=+\infty$ for all $s<D$ and $\mu^{s}(\Omega)=0$ for all $s>D$.

The metric space $(\mathbb{M}, d)$ is said to have an Hausdorff dimension equal to $D$, if any open set of $\mathbb{M}$ has an Hausdorff dimension equal to $D$.

Proposition 2.7 The Hausdorff dimension of the metric space $\left(\mathbb{G}, d_{g}\right)$ is equal to

$$
D=\sum_{j=1}^{N} j \operatorname{dim} \mathcal{V}_{j}
$$

Proof. We shall show that the unit ball $\mathbf{B}_{g}(0,1)$ has Hausdorff dimension $D=\sum_{j=1}^{N} j \operatorname{dim} \mathcal{V}_{j}$. We know that, due to the dilations, the volume of a ball $\mathbf{B}_{g}(0, \varepsilon)$ is $C \varepsilon^{D}$. Consider now a maximal filling of $\mathbf{B}_{g}(0,1)$ with balls of radius $\varepsilon$. An upper bound for the number of balls $N(\varepsilon)$ in this filling is

$$
N(\varepsilon) \leq \frac{1}{\varepsilon^{D}}
$$

Now, the set of concentric balls of radius $2 \varepsilon$ constructed from this filling covers $\mathbf{B}_{g}(0,1)$. Each of these balls has diameter smaller than $4 \varepsilon$, thus the Hausdorff $s$-dimensional measure of $\mathbf{B}_{g}(0,1)$ is smaller than

$$
\lim _{\varepsilon \rightarrow 0} N(\varepsilon)^{s}
$$

which is 0 if $s>D$. Therefore the Hausdorff dimension is smaller than $D$.
Conversely, given any covering of $\mathbf{B}_{g}(0,1)$ by sets of diameter $\leq \varepsilon$, there is an associated covering with balls of the same diameter. The number $M(\varepsilon)$ of these balls has the lower bound:

$$
M(\varepsilon) \geq \frac{1}{\varepsilon^{D}}
$$

We deduce that for every $s>0$,

$$
\sum_{\text {cover }} \varepsilon^{s} \geq \frac{\varepsilon^{s}}{\varepsilon^{D}}=\varepsilon^{s-D}
$$

which shows that if $s<D$ then the Hausdorff $s$-dimensional measure of $\mathbf{B}_{g}(0,1)$ is $+\infty$. Therefore the Hausdorff dimension is greater than $D$

Remark 2.6 Observe, and this is typical in sub-Riemannian geometry, that the Hausdorff dimension of $\mathbb{G}$ is therefore strictly greater than the topological dimension.

Carnot groups have their own concept of differentiation. In order to present this concept introduced in [Pansu (1989)], we first have to define a concept of linear maps between two Carnot groups.

Let $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$ be two Carnot groups with Lie algebras $\mathfrak{g}_{1}$ and $\mathfrak{g}_{2}$. A Lie group morphism $\phi: \mathbb{G}_{1} \rightarrow \mathbb{G}_{2}$ is said to be a Carnot group morphism if for any $t \geq 0, g \in \mathbb{G}_{1}$,

$$
\phi\left(\Delta_{t}^{\mathbb{G}_{1}} g\right)=\Delta_{t}^{\mathbb{G}_{2}} \phi(g)
$$

where $\Delta^{\mathbb{G}_{1}}$ (resp. $\Delta^{\mathbb{G}_{2}}$ ) denote the canonical dilations on $\mathbb{G}_{1}$ (resp. $\mathbb{G}_{2}$ ). In the same way, a Lie algebra morphism $\alpha: \mathfrak{g}_{1} \rightarrow \mathfrak{g}_{2}$ is said to be a Carnot algebra morphism if for any $t \geq 0, x \in \mathfrak{g}_{1}$,

$$
\alpha\left(\delta_{t}^{\mathfrak{g}_{1}} x\right)=\delta_{t}^{\mathfrak{g}_{2}} \alpha(x)
$$

where $\delta^{\mathbb{G}_{1}}$ (resp. $\delta^{\mathbb{G}_{2}}$ ) denote the canonical dilations on $\mathfrak{g}_{1}$ (resp. $\mathfrak{g}_{2}$ ). Observe that if $\phi$ is a Carnot group morphism, then the derivative $d \phi$ is a Carnot algebra morphism.

Let now $F: \mathbb{G}_{1} \rightarrow \mathbb{G}_{2}$ be a map. When it exists, the Pansu's derivative $d_{P} F$, is defined by

$$
d_{P} F(g)(h)=\lim _{t \rightarrow 0}\left(\Delta_{t}^{\mathbb{G}_{2}}\right)^{-1}\left(F(g)^{-1} F\left(g \Delta_{t}^{\mathbb{G}_{1}} h\right)\right), \quad g, h \in \mathbb{G}_{1}
$$

and $d_{P} F(g)$ is a Carnot group morphism.
In this setting, Pansu has proved a deep generalization of the classical Rademacher's theorem which asserts that a Lipschitz map between Euclidean spaces is almost everywhere differentiable. Indeed, any Lipschitz map (with respect to the Carnot-Carathéodory distances of $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$ ) is almost everywhere Pansu differentiable. An important consequence of this is that can be no bi-Lipschitz map between Carnot groups that are not isomorphic as groups.

We conclude now our presentation of the Carnot groups with the free Carnot groups. The Carnot group $\mathbb{G}$ is said to be free if $\mathfrak{g}$ is isomorphic to the nilpotent free Lie algebra with $d$ generators. In that case, $\operatorname{dim} \mathcal{V}_{j}$ is the number of Hall words of length $j$ in the free algebra with $d$ generators (see Appendix B). We thus have, according to [Bourbaki (1972)] or [Reutenauer (1993)] pp.96:

$$
\operatorname{dim} \mathcal{V}_{j}=\frac{1}{j} \sum_{i \mid j} \mu(i) d^{\frac{j}{i}}, j \leq N
$$

where $\mu$ is the Möbius function. We easily deduce from this that when $N \rightarrow+\infty$,

$$
\operatorname{dim} \mathfrak{g} \sim \frac{d^{N}}{N}
$$

An important algebraic point is that there are many algebraically non isomorphic Carnot groups having the same dimension (even uncountably many for $n \geq 6$ ), but up to an isomorphism there is one and only one free Carnot with a given depth and a given dimension for the basis. Actually, as in the theory of vector spaces, we can reduce the study of the free Carnot groups to standard numerical models. Let us denote $m=\operatorname{dim} \mathbb{G}$. Choose now a Hall family and consider the $\mathbb{R}^{m}$-valued semimartingale $\left(B_{t}^{*}\right)_{t \geq 0}$ obtained by writing the components of $\left(\ln \left(\tilde{B}_{t}\right)\right)_{t \geq 0}$ in the corresponding Hall basis of $\mathfrak{g}$. It is easily seen that $\left(B_{t}^{*}\right)_{t \geq 0}$ solves a stochastic differential equation that can be written

$$
B_{t}^{*}=\sum_{i=1}^{d} \int_{0}^{t} D_{i}\left(B_{s}^{*}\right) \circ d B_{s}^{i}
$$

where the $D_{i}$ 's are polynomial vector fields on $\mathbb{R}^{m}$ (for an explicit form of the $D_{i}$ 's, which depend of the choice of the Hall basis, we refer to [Gershkovich and Vershik (1994)] pp.27) . With these notations, we have the following proposition which results of our very construction.

Proposition $2.8 \quad$ On $\mathbb{R}^{m}$, there exists a unique group law $\circledast$ which makes the vector fields $D_{1}, \ldots, D_{d}$ left invariant. This group law is, unimodular ${ }^{1}$, polynomial of degree $N$ and we have moreover

$$
\left(\mathbb{R}^{m}, \circledast\right) \sim \mathbb{G}
$$

The group $\left(\mathbb{R}^{m}, \circledast\right)$ is called the free Carnot group of step $N$ over $\mathbb{R}^{d}$. It shall be denoted $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ and its Lie algebra $\mathfrak{g}_{N}\left(\mathbb{R}^{d}\right)$. The process $\left(B_{t}^{*}\right)_{t \geq 0}$ shall be called the lift of $\left(B_{t}\right)_{t \geq 0}$ in $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ with respect to the basis $\left(D_{1}, \ldots, D_{d}\right)$.

Remark 2.7 The important point with $\mathfrak{g}_{N}\left(\mathbb{R}^{d}\right)$ is that this is not an abstract Lie algebra. This is a Lie algebra of vector fields defined on $\mathbb{R}^{m}$.

Remark 2.8 By construction of $\left(\mathbb{G}_{N}\left(\mathbb{R}^{d}\right), \circledast\right)$ the exponential map is simply the identity.

The universality of $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ is the following.
Proposition 2.9 Let $\mathbb{G}$ be any Carnot group. There exists a Carnot group surjective morphism $\pi: \mathbb{G}_{N}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{G}$, where $d$ is the dimension of the basis of $\mathbb{G}$ and $N$ its depth.

[^0]Proof. Let $U_{1}, \ldots, U_{d}$ be a basis of the basis of $\mathbb{G}$. Since $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ is free, there exists a unique Lie algebra surjective morphism $d \pi: \mathfrak{g}_{N}\left(\mathbb{R}^{d}\right) \rightarrow \mathfrak{g}$ such that $d \pi\left(D_{i}\right)=U_{i}, i=1, \ldots, d$. We can now define a surjective Carnot group morphism $\pi: \mathbb{G}_{N}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{G}$ by $\pi\left(e^{g}\right)=e^{d \pi(g)}, g \in \mathfrak{g}_{N}\left(\mathbb{R}^{d}\right)$. Observe that it defines $\pi$ in a unique way because in Carnot groups the exponential map is a diffeomorphism.

Notice that $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ is, by construction, endowed with the basis of vector fields $\left(D_{1}, \ldots, D_{d}\right)$. These vector fields agree at the origin with $\left(\frac{\partial}{\partial x_{1}}, \cdots, \frac{\partial}{\partial x_{d}}\right)$. To make our approach essentially frame independent, it is important to relate the horizontal lifts of the same Brownian motion with respect to two different basis.

Proposition 2.10 Let $\varphi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be a vector space isomorphism. Let us denote $\hat{B}^{*}$ the horizontal lift of $B$ in the group $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ with respect to the basis $\left(\varphi\left(D_{1}\right), \ldots, \varphi\left(D_{d}\right)\right)$. Then there exists a unique Carnot group isomorphism $T_{\varphi}: \mathbb{G}_{N}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$, such that for every $t \geq 0$ :

$$
\hat{B}_{t}^{*}=T_{\varphi}\left(B_{t}^{*}\right)
$$

Proof. Since $\mathfrak{g}_{N}\left(\mathbb{R}^{d}\right)$ is free, $\varphi$ can be extended in a unique way in a Lie algebra isomorphism $\mathfrak{g}_{N}\left(\mathbb{R}^{d}\right) \rightarrow \mathfrak{g}_{N}\left(\mathbb{R}^{d}\right)$. Notice that this extension commutes with the automorphisms $\delta_{c}, c>0$. Now, since $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ is simply connected and nilpotent, we can define a group automorphism $T_{\varphi}: \mathbb{G}_{N}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ by the property

$$
T_{\varphi}(\exp x)=\exp (\varphi(x)), x \in \mathfrak{g}_{N}\left(\mathbb{R}^{d}\right)
$$

It is then easily checked that for every $t \geq 0$ :

$$
\hat{B}_{t}^{*}=T_{\varphi}\left(B_{t}^{*}\right) .
$$

and moreover that $T_{\varphi}$ commutes with the dilations $\Delta_{c}, c>0$.
The maps $T_{\varphi}$ give the formulas for a change of basis in the theory of free Carnot groups. Notice that without the freeness assumption, $T_{\varphi}$ may fail to exist.

Remark 2.9 Notice that the map Aut $\left(\mathbb{R}^{d}\right) \rightarrow \operatorname{Aut}\left(\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)\right), \varphi \rightarrow T_{\varphi}$, is a group morphism.

Finally, we now come back the study of the stochastic differential equation (2.1) and assume that the Lie algebra $\mathfrak{L}=\operatorname{Lie}\left(V_{1}, \ldots, V_{d}\right)$ is nilpotent of
depth $N$, i.e. every commutator constructed from the $V_{i}$ 's with length greater than $N$ is 0 .

Theorem 2.5 There exists a smooth map

$$
F: \mathbb{R}^{n} \times \mathbb{G}_{N}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{n}
$$

such that, for $x_{0} \in \mathbb{R}^{n}$, the solution $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ of the stochastic differential equation (2.1) can be written

$$
X_{t}^{x_{0}}=F\left(x_{0}, B_{t}^{*}\right),
$$

where $\left(B_{t}^{*}\right)_{t \geq 0}$ is the lift of $\left(B_{t}\right)_{t \geq 0}$ in the group $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$.
Proof. This is a straightforward extension of Theorem 2.3. Indeed, as before, we notice that the Stratonovitch integration satisfies the usual change of variable formula, so that an iteration of Itô's formula shows, that the process

$$
\left[\exp \left(\sum_{k=1}^{N} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}(B)_{t} V_{I}\right)\right]\left(x_{0}\right)
$$

solves the equation (2.1). We deduce hence by pathwise uniqueness property that

$$
X_{t}^{x_{0}}=\left[\exp \left(\sum_{k=1}^{N} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}(B)_{t} V_{I}\right)\right]\left(x_{0}\right)
$$

The definition of $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ shows that we can therefore write

$$
X_{t}^{x_{0}}=F\left(x_{0}, B_{t}^{*}\right) .
$$

Remark 2.10 Observe that this theorem implies the following inclusion of filtrations: for $t>0$,

$$
\sigma\left(X_{t}^{x_{0}}\right) \subset \sigma\left(\Lambda_{I}(B)_{t}, \quad|I| \leq N\right)
$$

where $\sigma\left(X_{t}^{x_{0}}\right)$ denotes the smallest $\sigma$-algebra containing $X_{t}^{x_{0}}$, and $\sigma\left(\Lambda_{I}(B)_{t}, \quad|I| \leq N\right)$ denotes the smallest $\sigma$-algebra containing all the functionals $\Lambda_{I}(B)_{t}$ with $I$, word of length smaller than $N$.

The above theorem shows the universal property of $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ in theory of nilpotent stochastic flows. Let us mention its straightforward counterpart in
the theory of second order hypoelliptic operators (this property is implicitly pointed out in the seminal work [Rotschild and Stein (1976)]).

Proposition 2.11 Let

$$
\mathcal{L}=\sum_{i=1}^{d} V_{i}^{2}
$$

be a second order differential operator on $\mathbb{R}^{n}$. Assume that the Lie algebra $\mathfrak{L}=\mathbf{L i e}\left(V_{1}, \ldots, V_{d}\right)$ which is generated by the vector fields $V_{i}$ 's admits a stratification

$$
\mathcal{E}_{1} \oplus \cdots \oplus \mathcal{E}_{N}
$$

with $\mathcal{E}_{1}=\operatorname{span}\left(V_{1}, \ldots, V_{d}\right),\left[\mathcal{E}_{1}, \mathcal{E}_{i}\right]=\mathcal{E}_{i+1}$ and $\left[\mathcal{E}_{1}, \mathcal{E}_{N}\right]=0$. Then, there exists a submersion map $\pi: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$, with $m=\operatorname{dim} \mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ such that for every smooth $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$,

$$
\Delta_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}(f \circ \pi)=(\mathcal{L} f) \circ \pi
$$

where $\Delta_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}=\sum_{i=1} D_{i}^{2}$, is the canonical sublaplacian on $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$.

### 2.4 Pathwise approximation of solutions of SDEs

We now come back to the general case where the Lie algebra $\mathfrak{L}=$ Lie $\left(V_{1}, \ldots, V_{d}\right)$ is not nilpotent anymore. In that case it is, of course, not possible in full generality to represent $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ in a deterministic way from the lift of the driving Brownian motion $\left(B_{t}\right)_{t \geq 0}$ in a finite dimensional Lie group. Nevertheless, the following result which is a consequence of a result due to [Castell (1993)] (see also [Ben Arous (1989b)]) shows that it is still possible to provide good pathwise approximations with lifts in the free Carnot groups.

Theorem 2.6 Let $N \geq 1$. There exists a smooth map

$$
F: \mathbb{R}^{n} \times \mathbb{G}_{N}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{n}
$$

such that, for $x_{0} \in \mathbb{R}^{n}$, the solution $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ of the $S D E$ (2.1) can be written

$$
X_{t}^{x_{0}}=F\left(x_{0}, B_{t}^{*}\right)+t^{\frac{N+1}{2}} \mathbf{R}_{N}(t)
$$

where:
(1) $\left(B_{t}^{*}\right)_{t \geq 0}$ is the lift of $\left(B_{t}\right)_{t \geq 0}$ in the group $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$;
(2) The remainder term $\mathbf{R}_{N}(t)$ is bounded in probability when $t \rightarrow 0$.

Proof. Let $N \geq 1$, and denote $\pi_{j}: \mathbb{R}^{n} \rightarrow \mathbb{R}, j=1, \ldots, n$, the canonical projections defined by $\pi_{j}(x)=x_{j}$. By using iterations of Itô's formula and the scaling property of Brownian motion, we get

$$
\begin{aligned}
& {\left[\exp \left(\sum_{k=1}^{N} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}(B)_{t} V_{I}\right) \pi_{j}\right]\left(x_{0}\right) } \\
= & \pi_{j}\left(x_{0}\right)+\sum_{k=1}^{N} \sum_{I=\left(i_{1}, \ldots i_{k}\right)}\left(V_{i_{1}} \ldots V_{i_{k}} \pi_{j}\right)\left(x_{0}\right) \int_{\Delta^{k}[0, t]} \circ d B^{I}+t^{\frac{N+1}{2}} \tilde{\mathbf{R}}_{N}^{j}(t) \\
= & \pi_{j}\left(X_{t}^{x_{0}}\right)+t^{\frac{N+1}{2}} \hat{\mathbf{R}}_{N}^{j}(t),
\end{aligned}
$$

where the remainder terms $\tilde{\mathbf{R}}_{N}^{j}$ and $\hat{\mathbf{R}}_{N}^{j}$ are bounded in probability when $t \rightarrow 0$.

Remark 2.11 It is possible to show that more precisely, $\exists \alpha, c>0$ such that $\forall A>c$,

$$
\lim _{t \rightarrow 0} \mathbb{P}\left(\sup _{0 \leq s \leq t} s^{\frac{N+1}{2}}\left|\mathbf{R}_{N}(s)\right| \geq A t^{\frac{N+1}{2}}\right) \leq \exp \left(-\frac{A^{\alpha}}{c}\right)
$$

For further details, we refer to [Castell (1993)].

### 2.5 An introduction to rough paths theory

As already pointed out, in general, the solution of the stochastic differential equation

$$
X_{t}^{x_{0}}=x_{0}+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(X_{s}^{x_{0}}\right) \circ d B_{s}^{i}, 0 \leq t \leq T
$$

is not a continuous function of $\left(B_{t}\right)_{0 \leq t \leq T}$ for the topology of uniform convergence. For instance, it is easily seen that the Levy area functional

$$
\left(\int_{0}^{t} B_{s}^{1} d B_{s}^{2}-B_{s}^{2} d B_{s}^{1}\right)_{0 \leq t \leq T}
$$

is not continuous with respect to $\left(B_{t}^{1}, B_{t}^{2}\right)_{0 \leq t \leq T}$ (cf. [Watanabe (1984)]). Observe however, that it is a direct consequence of Section 2.3. that $X^{x_{0}}$
is continuous with respect to $B$ as soon as the vector fields $V_{i}$ 's commute. This problem of the continuity of the Itô map

$$
B \rightarrow X
$$

is solved in the setting of the rough paths theory which has recently been developed in [Lyons (1998)] (see also the survey [Lejay (2004)] and the book [Lyons and Qian (2002)]). Following N. Victoir, we believe that the free Carnot groups are a good framework for the rough paths theory. For $p \geq 1$, let us denote $\Omega^{p} \mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ the closure of the set of absolutely continuous horizontal paths $x^{*}:[0, T] \rightarrow \mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ with respect to the distance in $p$-variation which is given by

$$
\delta_{p}\left(x^{*}, y^{*}\right)=\sup _{\pi}\left(\sum_{k=1}^{n-1} d_{N}\left(y_{t_{i}}^{*}\left(x_{t_{i}}^{*}\right)^{-1}, y_{t_{i+1}}^{*}\left(x_{t_{i+1}}^{*}\right)^{-1}\right)^{p}\right)^{\frac{1}{p}}
$$

where the supremum is taken over all the subdivisions

$$
\pi=\left\{0 \leq t_{1} \leq \cdots \leq t_{n} \leq T\right\}
$$

and where $d_{N}$ denotes the Carnot-Carathéodory distance on the group $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$. Consider now the map $\mathcal{I}$ which associates with an absolutely continuous path $x:[0, T] \rightarrow \mathbb{R}^{d}$ the absolutely continuous path $y:[0, T] \rightarrow$ $\mathbb{R}^{d}$ that solves the ordinary differential equation

$$
y_{t}=\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(y_{s}\right) d x_{s}^{i}
$$

It is clear that there exists a unique map $\mathcal{I}^{*}$ from the set of absolutely continuous horizontal paths $[0, T] \rightarrow \mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ onto the set of absolutely continuous horizontal paths $[0, T] \rightarrow \mathbb{G}_{N}\left(\mathbb{R}^{n}\right)$ which makes the following diagram commutative

$$
\begin{aligned}
& \mathcal{I}^{*} \\
& x^{*} \longrightarrow y^{*} \\
& \uparrow \quad \uparrow . \\
& x \longrightarrow y \\
& \mathcal{I}
\end{aligned}
$$

The fundamental theorem of Lyons is the following:
Theorem 2.7 If $N \geq[p]$, then in the topology of p-variation, there exists a continuous extension of $\mathcal{I}^{*}$ from $\Omega^{p} \mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ onto $\Omega^{p} \mathbb{G}_{N}\left(\mathbb{R}^{n}\right)$.

One of the important consequences of this theorem, is that it enables to define the notion of solution for ordinary differential equations which are driven by paths $x$ whose regularity is only $\frac{1}{p}$-Hölder. From Lyons theorem, to do so, we just have to find $y \in \Omega^{p} \mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ which satisfies $\pi y=x$, where $\pi$ is the canonical projection $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{d}$ (finding such a lift, which is not unique in general, is always possible from [Lyons and Victoir (2004)]). In this direction let us mention the work [Coutin and Qian (2002)] who defined a notion of solution for stochastic differential equations driven by a fractional Brownian motion with Hurst parameter greater than $\frac{1}{4}$.

Observe that if $p<2$, the Lyons fundamental theorem reduces to the classical theory of ordinary differential equations where the integrals are understood in Young's sense. The case $p \in(2,3)$ is of particular importance since it covers the theory of stochastic differential equations driven by Brownian paths (a Brownian path is almost surely $\frac{1}{2}-\varepsilon$ Hölder continuous, $\varepsilon>0$ ). This point of view on stochastic differential equations is for instance used in [Friz and Victoir (2003)] and [Ledoux et al. (2002), ] to obtain new and simplified proofs of Stroock-Varadhan support theorem and of the Freidlin-Wentzell theory.

## Chapter 3

## Hypoelliptic Flows

Chapter 1 has shown that, thanks to the Chen-Strichartz development the Itô's map

$$
\mathcal{I}: \mathcal{C}\left([0, T], \mathbb{R}^{d}\right) \rightarrow \mathcal{C}\left([0, T], \mathbb{R}^{n}\right), B \rightarrow X
$$

established by the stochastic differential equation

$$
X_{t}^{x_{0}}=x_{0}+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(X_{s}^{x_{0}}\right) \circ d B_{s}^{i},
$$

could be formally factorized in the following manner

$$
\mathcal{I}=F \circ H .
$$

The map

$$
H: \mathcal{C}\left([0, T], \mathbb{R}^{d}\right) \rightarrow \mathcal{C}\left([0, T], \exp \left(\mathfrak{g}_{d, \infty}\right)\right)
$$

is an horizontal lift in $\exp \left(\mathfrak{g}_{d, \infty}\right)$ where $\mathfrak{g}_{d, \infty}$ is the free Lie algebra with $d$ generators. And $F$ is simply a map $\exp \left(\mathfrak{g}_{d, \infty}\right) \rightarrow \mathbb{R}^{n}$. In Chapter 2 this factorization was made totally rigorous in the case where the vector fields $V_{i}$ 's generate a nilpotent Lie algebra. In this chapter we now go one step further by studying the case where the $V_{i}$ 's do not generate a nilpotent Lie algebra anymore but satisfy the so-called strong Hörmander's condition. In that case, it shall be shown that the Gromov's notion of tangent space can be used to approximate locally the geometry of the Itô's map by the geometry of a Carnot group.

We start the chapter with the probabilistic proof of Hörmander's theorem. This proof is based on a stochastic calculus of variations that has been developed by Paul Malliavin (cf. [Malliavin (1978)]). The idea of the proof
is to show that the Itô's map $\mathcal{I}$ is differentiable in a weak sense and then to show that, under Hörmander's conditions, the derivative is non degenerate.

Then, we introduce the basic background of differential geometry that is needed to study locally the stochastic flow associated with a hypoelliptic differential system. This local study of the flow is used to derive the behaviour in small times of a hypoelliptic kernel on the diagonal.

After, we provide a large class of examples of hypoelliptic operators which arise naturally in a manifold context. These are the horizontal Laplacians on principal bundles, whose hypoellipticity is related to non vanishing curvature conditions. The case of the horizontal diffusion over a Riemannian manifold is investigated in details.

The local behaviour of the hypoelliptic heat kernel on the diagonal is then used to get informations on the spectrum of hypoelliptic operators defined on compact manifolds.

Finally, we conclude the chapter by the study of stochastic flows associated with stochastic differential equations driven by loops.

### 3.1 Hypoelliptic operators and Hörmander's theorem

Consider a stochastic differential equation

$$
\begin{equation*}
X_{t}^{x_{0}}=x_{0}+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(X_{s}^{x_{0}}\right) \circ d B_{s}^{i}, t \geq 0 \tag{3.1}
\end{equation*}
$$

where $x_{0} \in \mathbb{R}^{n}, V_{1}, \ldots, V_{d}$ are $C^{\infty}$ bounded vector fields on $\mathbb{R}^{n}$ and $\left(B_{t}\right)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion.

Let us first recall (see Appendix A) that for every $x_{0} \in \mathbb{R}^{n}$ and every smooth function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ which is compactly supported,

$$
\begin{equation*}
\mathbb{E}\left(f\left(X_{t}^{x_{0}}\right)\right)=\left(e^{t \mathcal{L}} f\right)\left(x_{0}\right) \tag{3.2}
\end{equation*}
$$

where

$$
\mathcal{L}=\sum_{i=1}^{d} V_{i}^{2}
$$

In this section we shall be interested in the existence of smooth densities for the random variables $X_{t}^{x_{0}}, t>0, x_{0} \in \mathbb{R}^{n}$. According to formula (3.2), this question is therefore equivalent to the question of the existence of a smooth transition kernel with respect to the Lebesgue measure for the operators
$e^{t \mathcal{L}}$. Let us recall the following definition which comes from functional analysis.

Definition 3.1 A differential operator $\mathcal{G}$ defined on an open set $\mathcal{O} \subset \mathbb{R}^{n}$ is called hypoelliptic if, whenever $u$ is a distribution on $\mathcal{O}, u$ is a smooth function on any open set $\mathcal{O}^{\prime} \subset \mathcal{O}$ on which $\mathcal{G} u$ is smooth.

It is possible to show that the existence of a smooth transition kernel with respect to the Lebesgue measure for $e^{t \mathcal{L}}$ is equivalent to the hypoellipticity of $\mathcal{L}$. Therefore, our initial question about the existence of smooth densities for the random variables $X_{t}^{x_{0}}, t>0, x_{0} \in \mathbb{R}^{n}$ is reduced to the study of the hypoellipticity of $\mathcal{L}$.

Let us denote by $\mathfrak{L}$ the Lie algebra generated by the vector fields $V_{i}$ 's and for $p \geq 2$, by $\mathfrak{L}^{p}$ the Lie subalgebra inductively defined by

$$
\mathfrak{L}^{p}=\left\{[X, Y], X \in \mathfrak{L}^{p-1}, Y \in \mathfrak{L}\right\}
$$

Moreover if $\mathfrak{a}$ is a subset of $\mathfrak{L}$, we denote

$$
\mathfrak{a}(x)=\{V(x), V \in \mathfrak{a}\}, x \in \mathbb{R}^{n}
$$

The celebrated Hörmander's theorem proved in [Hörmander (1967)] is the following:

Theorem 3.1 Assume that for every $x_{0} \in \mathbb{R}^{n}$,

$$
\mathfrak{L}\left(x_{0}\right)=\mathbb{R}^{n}
$$

then the operator $\mathcal{L}$ is hypoelliptic.
Remark 3.1 This is also a necessary condition when the $V_{i}$ 's are with analytic coefficients (see [Derridj (1971)]).
Remark 3.2 It is also possible to obtain hypoellipticity results for second order differential operators which can not be written as a sum of squares (see [Oleinic and Radkevic (1973)]).

The original proof of Hörmander was rather complicated and has been considerably simplified in [Kohn (1973)] using the theory of pseudo-differential operators. The probabilistic counterpart of the theorem, which is the existence of a smooth density for the random variable $X_{t}^{x_{0}}, t>0$, has first been pointed out in [Malliavin (1978)] where, in order the reprove the theorem under weaker assumptions, the author has developed a stochastic calculus of variations which is now known as the Malliavin calculus (see Appendix A and [Nualart (1995)] for a very complete exposition). After Malliavin's
work, let us mention the work [Bismut (1981)] in which the author uses interesting integration by parts formulae to prove the theorem. This is this probabilistic counterpart that we shall now prove.

Theorem 3.2 Assume that at some $x_{0} \in \mathbb{R}^{n}$ we have

$$
\begin{equation*}
\mathfrak{L}\left(x_{0}\right)=\mathbb{R}^{n} \tag{3.3}
\end{equation*}
$$

then, for any $t>0$, the random variable $X_{t}^{x_{0}}$ has a smooth density with respect to the Lebesgue measure of $\mathbb{R}^{n}$, where $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ denotes the solution of (3.1).

Proof. We shall show that $X_{1}^{x_{0}}$ admits a density with respect to the Lebesgue measure, by using the Malliavin covariance matrix $\Gamma$ (see Appendix A) associated with $X_{1}^{x_{0}}$. Observe, that for notational convenience we take $t=1$, but the proof is exactly the same for any $t>0$. We proceed in several steps. In a first step, we perform the computation of $\Gamma$, in a second step we show that $\Gamma$ is almost surely invertible and finally, we shall qualitatively explain why for every $p>1$,

$$
\mathbb{E}\left(\frac{1}{|\operatorname{det} \Gamma|^{p}}\right)<+\infty
$$

Step 1. By definition, we have

$$
\Gamma=\left(\int_{0}^{1}\left\langle\mathbf{D}_{s} X_{1}^{i}, \mathbf{D}_{s} X^{j}\right\rangle_{\mathbb{R}^{d}} d s\right)_{1 \leq i, j \leq n}
$$

but from Theorem (A.7) of Appendix A,

$$
\mathbf{D}_{t}^{j} X_{1}=\mathbf{J}_{0 \rightarrow 1} \mathbf{J}_{0 \rightarrow t}^{-1} V_{j}\left(X_{t}\right), \quad j=1, \ldots, d, \quad 0 \leq t \leq 1
$$

where $\left(\mathbf{J}_{0 \rightarrow t}\right)_{t \geq 0}$ is the first variation process defined by

$$
\mathbf{J}_{0 \rightarrow t}=\frac{\partial X_{t}^{x}}{\partial x}
$$

Therefore,

$$
\Gamma=\mathbf{J}_{0 \rightarrow 1} \int_{0}^{1} \mathbf{J}_{0 \rightarrow t}^{-1} V\left(X_{t}\right)^{T} V\left(X_{t}\right)^{T} \mathbf{J}_{0 \rightarrow t}^{-1} d t^{T} \mathbf{J}_{0 \rightarrow 1}
$$

where $V$ denotes the $n \times d$ matrix $\left(V_{1} \ldots V_{d}\right)$.

Step 2. Since $\mathbf{J}_{0 \rightarrow 1}$ is almost surely invertible, in order to show that $\Gamma$ is invertible with probability one, it is enough to check that with probability one, the matrix

$$
C=\int_{0}^{1} \mathbf{J}_{0 \rightarrow t}^{-1} V\left(X_{t}\right)^{T} V\left(X_{t}\right)^{T} \mathbf{J}_{0 \rightarrow t}^{-1} d t
$$

is invertible. For this, let us introduce the family of processes

$$
C_{t}=\int_{0}^{t} \mathbf{J}_{0 \rightarrow s}^{-1} V\left(X_{s}\right)^{T} V\left(X_{s}\right)^{T} \mathbf{J}_{0 \rightarrow s}^{-1} d t, \quad t \geq 0
$$

We denote the kernel of $C_{t}$ by $K_{t} \subset \mathbb{R}^{n}$ and get a decreasing sequence of random subspaces of $\mathbb{R}^{n}$. From Blumenthal zero-one law, the space $V=\cup_{t>0} K_{t}$ is deterministic with probability one.

Let now $y \in V$, and consider the stopping time

$$
\theta:=\inf \left\{s>0,{ }^{T} y C_{s} y>0\right\}
$$

Then $\theta>0$ almost surely. From the expression of $C_{t}$, we get therefore that for $0 \leq s<\theta$,

$$
{ }^{T} y \mathbf{J}_{0 \rightarrow s}^{-1} V_{i}\left(X_{s}\right)=0, \quad i=1, \ldots, d
$$

By applying this at $s=0$, we obtain first

$$
{ }^{T} y V_{i}\left(x_{0}\right)=0, \quad i=1, \ldots, d
$$

Observe now that

$$
\mathbf{J}_{0 \rightarrow s}^{-1} V_{i}\left(X_{s}\right)=\Phi_{s}^{*} V_{i}
$$

where $\Phi$ denotes the stochastic flow associated with equation (3.1), and where $\Phi_{s}^{*} V_{i}$ denotes the pull-back action of $\Phi$ on $V_{i}$. Therefore, according to the Itô's formula given in Proposition A. 6 of Appendix A, we obtain that for $t<\theta$,

$$
\sum_{j=1}^{d} \int_{0}^{t}\left(\Phi_{s}^{*} \mathcal{L}_{V_{j}} V\right)\left(x_{0}\right) \circ d B_{s}^{j}=0, \quad i=1, \ldots, d
$$

that is

$$
\sum_{j=1}^{d} \int_{0}^{t}{ }^{T} y\left(\Phi_{s}^{*}\left[V_{j}, V_{i}\right]\right)\left(x_{0}\right) \circ d B_{s}^{j}=0, \quad i=1, \ldots, d
$$

Therefore, due to the uniqueness of the semimartingale decomposition, for $0 \leq s<\theta$,

$$
{ }^{T} y\left(\Phi_{s}^{*}\left[V_{j}, V_{i}\right]\right)\left(x_{0}\right), \quad i, j=1, \ldots, d .
$$

By applying this at $s=0$, we obtain then

$$
{ }^{T} y\left[V_{j}, V_{i}\right]\left(x_{0}\right)=0, \quad i, j=1, \ldots, d .
$$

An iteration of the Itô's formula given in Proposition A. 6 of Appendix A shows then that, we actually have

$$
{ }^{T} y U\left(x_{0}\right)=0, \quad U \in \mathfrak{L}\left(x_{0}\right)
$$

so that $y=0$. From this, we conclude that $V=0$ and thus that $C$ is invertible with probability one. Therefore, the random variable $X_{1}^{x_{0}}$ admits a density with respect to the Lebesgue measure.

Step 3. To show that the density of $X_{1}^{x_{0}}$ is smooth, we have to show that for every $p>1$,

$$
\mathbb{E}\left(\frac{1}{|\operatorname{det} \Gamma|^{p}}\right)<+\infty
$$

Recall now that, with the previous notations

$$
\Gamma=\mathbf{J}_{0 \rightarrow 1} C^{T} \mathbf{J}_{0 \rightarrow 1} .
$$

By differentiating the stochastic differential equation (3.1) with respect to the initial condition, we obtain (non-autonomous linear equations for the processes $\left(\mathbf{J}_{0 \rightarrow t}\right)_{t \geq 0}$ and $\left(\mathbf{J}_{0 \rightarrow t}^{-1}\right)_{t \geq 0}$; see [Malliavin (1997)], pp. 240, for further details. These equations make easy the proof of the fact that for every $p>1$,

$$
\mathbb{E}\left(\frac{1}{\left|\operatorname{det} \mathbf{J}_{0 \rightarrow 1}\right|^{2 p}}\right)<+\infty
$$

Therefore, it remains to show that for every $p>1$,

$$
\mathbb{E}\left(\frac{1}{|\operatorname{det} C|^{p}}\right)<+\infty
$$

The idea is to introduce again the process

$$
C_{t}=\int_{0}^{t} \mathbf{J}_{0 \rightarrow s}^{-1} V\left(X_{s}\right)^{T} V\left(X_{s}\right)^{T} \mathbf{J}_{0 \rightarrow s}^{-1} d t, \quad t \geq 0
$$

and to control the smallest eigenvalue of $C_{t}$ by showing that it can not be too small. It can be done by estimating the quantity

$$
\sup _{\|v\|=1} \mathbb{P}\left({ }^{T} v C_{t} v \leq \varepsilon\right)=\sup _{\|v\|=1} \mathbb{P}\left(\sum_{j=1}^{d} \int_{0}^{t}\left({ }^{T} v \mathbf{J}_{0 \rightarrow s}^{-1} V_{j}\left(X_{s}\right)\right)^{2} d s \leq \varepsilon\right)
$$

with the help of the so-called Norris lemma. This lemma roughly says that, when the quadratic variation or the bounded variation part of a continuous semimartingale is large, then the semimartingale can only be small with an exponentially small probability.

We do not go into details on this part, since it is very technical, and we believe that the most interesting aspect of the probabilistic proof of Hörmander's theorem is to see how $\mathfrak{L}\left(x_{0}\right)$ appears in the Malliavin matrix. For further details on the Norris lemma and its use, we refer to [Nualart (1995)] pp. 116-123.

Remark 3.3 Therefore, under the assumption (3.3), there exists a smooth function $p$ on $(0,+\infty) \times \mathbb{R}^{n}$ such that for any smooth function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ which is compactly supported

$$
\left(P_{t} f\right)\left(x_{0}\right)=\int_{\mathbb{R}^{n}} p(t, y) f(y) d y
$$

where $\left(P_{t}\right)_{t \geq 0}$ denotes the transition function of the strong Markov process $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$. Moreover, the function $p$ satisfies Kolmogorov's forward equation:

$$
\frac{\partial p}{\partial t}=\mathcal{L}^{*} p
$$

where $\mathcal{L}^{*}$ is the adjoint of $\mathcal{L}$.
Remark 3.4 There is a special case of Hörmander's theorem, which covers very many of the applications one meets in practice; this is the case where $\mathcal{L}$ is elliptic at $x_{0}$, that is $\left(V_{1}\left(x_{0}\right), \ldots, V_{d}\left(x_{0}\right)\right)$ are enough to span $\mathbb{R}^{n}$. This special case had earlier been obtained by Hermann Weyl.

Remark 3.5 Let us mention that it possible to extend Hörmander's theorem to stochastic differential equations valued in a separable Hilbert space of the type

$$
d X_{t}=\left(A X_{t}+\alpha\left(X_{t}\right)\right) d t+\sum_{i=1}^{d} \sigma_{i}\left(X_{t}\right) d B_{t}^{i}
$$

where A generates a strongly continuous group; for further details we refer to [Baudoin and Teichmann (2003)].

One can extend slightly Hörmander's theorem.
Theorem 3.3 Let $x_{0} \in \mathbb{R}^{n}$ and $N \in \mathbb{N}$. If $\mathfrak{L}^{N+1}\left(x_{0}\right)=\mathbb{R}^{n}$, then for any $t>0$, the random variable

$$
\left(X_{t}^{x_{0}}, B_{t}^{*}\right)
$$

has a smooth density with respect to the Lebesgue measure of $\mathbb{R}^{n} \times \mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$, where $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ is the solution of (3.1) with initial condition $x_{0}$ and $\left(B_{t}^{*}\right)_{t \geq 0}$ the lift of $\left(B_{t}\right)_{t \geq 0}$ in the free Carnot group $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$.

Proof. With a slight abuse of notation, we still denote $V_{i}$ (resp. $D_{i}$ ) the extension of $V_{i}$ (resp. $D_{i}$ ) to the space $\mathbb{R}^{n} \times \mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$. The process $\left(X_{t}^{x_{0}}, B_{t}^{*}\right)_{t \geq 0}$ is easily seen to be a diffusion process in $\mathbb{R}^{n} \times \mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ with infinitesimal generator

$$
\frac{1}{2} \sum_{i=1}^{d}\left(V_{i}+D_{i}\right)^{2}
$$

Thus, to prove the theorem, it is enough to check the Hörmander's condition for this operator at the point $\left(x_{0}, 0\right)$. Now, notice that for $1 \leq i, j \leq n$, $\left[V_{i}, D_{j}\right]=0$, so that

$$
\operatorname{Lie}\left(V_{1}+D_{1}, \ldots, V_{n}+D_{n}\right)\left(x_{0}, 0\right) \simeq \mathfrak{L}^{N+1}\left(x_{0}\right) \oplus \mathfrak{g}_{N}\left(\mathbb{R}^{d}\right)
$$

because $\mathfrak{g}_{N}\left(\mathbb{R}^{d}\right)$ is step $N$ nilpotent. We denoted Lie $\left(V_{1}+D_{1}, \ldots, V_{n}+D_{n}\right)$ the Lie algebra generated by $\left(V_{1}+D_{1}, \ldots, V_{n}+D_{n}\right)$. The conclusion follows readily.

Example 3.1 For $N=0$, we have $\mathbb{G}_{0}\left(\mathbb{R}^{d}\right)=\{0\}$ and Theorem 3.3 is the classical Hörmander's theorem.

Example 3.2 For $N=1$, we have $\mathbb{G}_{1}\left(\mathbb{R}^{d}\right) \simeq \mathbb{R}^{d}$ and Theorem 3.3 gives a sufficent condition for the existence of a smooth density for the variable

$$
\left(X_{t}^{x_{0}}, B_{t}\right)
$$

Example 3.3 For $N=2$, we have $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right) \simeq \mathbb{R}^{d} \times \mathbb{R}^{\frac{d(d-1)}{2}}$ and Theorem 3.3 gives a sufficent condition for the existence of a smooth density for the variable

$$
\left(X_{t}^{x_{0}}, B_{t}, \wedge B_{t}\right)
$$

where

$$
\wedge B_{t}=\left(\frac{1}{2} \int_{0}^{t} B_{s}^{i} d B_{s}^{j}-B_{s}^{j} d B_{s}^{i}\right)_{1 \leq i<j \leq d}
$$

### 3.2 Sub-Riemannian geometry

The goal of this section is to present the basic results of sub-Riemannian geometry, which is the natural geometry associated with hypoelliptic operators. We essentially aim at generalizing the geometry of the Carnot Groups that has been presented in the previous chapter.

From now on, we consider $d$ vector fields $V_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ which are $C^{\infty}$ bounded and shall always assume that the following assumption is satisfied.

Strong Hörmander's Condition: For every $x \in \mathbb{R}^{n}$, we have:

$$
\operatorname{span}\left\{V_{I}(x), I \in \cup_{k \geq 1}\{1, \ldots, d\}^{k}\right\}=\mathbb{R}^{n}
$$

We recall that if $I=\left(i_{1}, \ldots, i_{k}\right) \in\{1, \ldots, d\}^{k}$ is a word, we denote by $V_{I}$ the commutator defined by

$$
V_{I}=\left[V_{i_{1}},\left[V_{i_{2}}, \ldots,\left[V_{i_{k-1}}, V_{i_{k}}\right] \ldots\right] .\right.
$$

Let us mention that in sub-Riemannian litterature, the strong Hörmander's condition is more often called the Chow's condition or bracket generating's condition.

Definition 3.2 The set of linear combinations with smooth coefficients of the vector fields $V_{1}, \ldots, V_{d}$ is called the differential system (or sheaf) generated by these vector fields. It shall be denoted in the sequel $\mathcal{D}$.

With this definition, we can roughly say that the goal of the subRiemannian geometry is to study the intrinsic object of the distribution, such the symmetry groups, the local differential invariants, etc...

Observe that $\mathcal{D}$ is naturally endowed with a structure of $\mathcal{C}_{\infty}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ module. For $x \in \mathbb{R}^{n}$, we denote

$$
\mathcal{D}(x)=\{X(x), X \in \mathcal{D}\}
$$

If the integer $\operatorname{dim} \mathcal{D}(x)$ does not depend on $x$, then $\mathcal{D}$ is said to be a distribution. Observe that the Lie bracket of two distributions is not necessarily a distribution, so that we really have to work with differential systems. In the
case where $\operatorname{dim} \mathcal{D}(x)$ is constant and equals the dimension of the ambient space, that is $n$, the distribution is said to be elliptic. The study of elliptic distributions is exactly the Riemannian geometry. The sub-Riemannian geometry is much more rough than the Riemannian one. Some of the major differences between the two geometries are the following:
(1) In general, it does not exist a canonical connection like the Levi-Civita connection of Riemannian geometry;
(2) The Hausdorff dimension is greater than the manifold dimension (see Chapter 2, in the case of the Carnot groups);
(3) The exponential map is never a local diffeomorphism in a neighborhood of the point at which it is based (see [Rayner (1967)]);
(4) The space of paths tangent to the differential system and joining two fixed points can have singularities (see [Montgomery (2002)]).

Before we go into the heart of the subject, it is maybe useful to provide some examples.

Example 3.4 Let $\mathbb{G}$ be a Carnot group and consider for $\mathcal{D}$ the left invariant differential system which is generated by the basis of $\mathbb{G}$. Then, $\mathcal{D}$ satisfies the strong Hörmander's condition and the sub-Riemannian geometry associated with $\mathcal{D}$ is precisely the geometry that has been studied in Chapter 2.

Example 3.5 Let $\mathbb{M}$ be a manifold of dimension $d$. Assume that there exists on $\mathbb{M}$ a family of vector fields $\left(V_{1}, \ldots, V_{d}\right)$ such that for every $x \in \mathbb{M}$, $\left(V_{1}(x), \ldots, V_{d}(x)\right)$ is a basis of the tangent space at $x$. Let us denote by $\mathcal{D}$ the differential system generated by $\left(V_{1}, \ldots, V_{d}\right)$ (it is actually a distribution). Then, $\mathcal{D}$ satisfies the strong Hörmander's condition and the subRiemannian geometry associated with $\mathcal{D}$ is the Riemannian geometry on $\mathbb{M}$ which is induced by the moving frame $\left(V_{1}(x), \ldots, V_{d}(x)\right)$.

Example 3.6 Let us consider the Lie group $\mathbf{S O}(3)$, i.e. the group of $3 \times 3$, real, orthogonal matrices of determinant 1. Its Lie algebra $\mathfrak{s o ( 3 )}$ consists of $3 \times 3$, real, skew-adjoint matrices of trace 0 . A basis of $\mathfrak{s o}(3)$ is formed by

$$
V_{1}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), V_{2}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right), \quad V_{3}=\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right)
$$

Observe that the following commutation relations hold

$$
\left[V_{1}, V_{2}\right]=V_{3},\left[V_{2}, V_{3}\right]=V_{1},\left[V_{3}, V_{1}\right]=V_{2}
$$

so that the differential system $\mathcal{D}$ which is generated by $V_{1}$ and $V_{2}$ satisfies the strong Hörmander's condition. The group $\mathbf{S O}(3)$ can be seen as the orthonormal frame bundle of the unit sphere $\mathbb{S}^{2}$ and, via this identification, $\mathcal{D}$ is generated by the horizontal lifts of vector fields on $\mathbb{S}^{2}$. Therefore, in a way, the sub-Riemannian geometry associated with $\mathcal{D}$ is the geometry of the holonomy of $\mathbb{S}^{2}$. This example shall be widely generalized at the end of this chapter; actually many interesting examples of sub-Riemannian geometries arise from principal bundles.

Example 3.7 Let us consider the Lie group $\mathbf{S U}(2)$, i.e. the group of $2 \times 2$, complex, unitary matrices of determinant 1 . Its Lie algebra $\mathfrak{s u}(2)$ consists of $2 \times 2$, complex, skew-adjoint matrices of trace 0 . A basis of $\mathfrak{s u}(2)$ is formed by

$$
V_{1}=\frac{1}{2}\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right), \quad V_{2}=\frac{1}{2}\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right), \quad V_{3}=\frac{1}{2}\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right) .
$$

Note the commutation relations

$$
\left[V_{1}, V_{2}\right]=V_{3},\left[V_{2}, V_{3}\right]=V_{1},\left[V_{3}, V_{1}\right]=V_{2}
$$

so that the differential system $\mathcal{D}$ which is generated by $V_{1}$ and $V_{2}$ satisfies the strong Hörmander's condition. Let us mention that there exists an explicit homomorphism $\mathbf{S U}(2) \rightarrow \mathbf{S O}(3)$ which exhibits $\mathbf{S U}(2)$ as a double cover of $\mathbf{S O}(3)$, so that this example is actually a consequence of the previous one.

Definition 3.3 An absolutely continuous path $c:[0,1] \rightarrow \mathbb{R}^{n}$ is said to be horizontal (with respect to $\mathcal{D}$ ) if for almost every $s \in[0,1]$,

$$
c^{\prime}(s) \in \mathcal{D}(c(s))
$$

We can now give the Chow's theorem in its full generality.
Theorem 3.4 Let $(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$. There exists at least one absolutely continuous horizontal curve $c:[0,1] \rightarrow \mathbb{R}^{n}$ such that $c(0)=x$ and $c(1)=y$.

Unlike the case of a Carnot group, the proof of this theorem is far to be easy (see the Chapter 2 of [Montgomery (2002)] for a complete and detailed proof). Thanks to this theorem, it is possible like we did it in the case of
the Carnot groups, to define a distance on $\mathbb{R}^{n}$. From the definition of $\mathcal{D}$, any absolutely continuous and horizontal curve $c:[0,1] \rightarrow \mathbb{R}^{n}$ satisfies

$$
c^{\prime}(s)=\sum_{i=1}^{d} c_{i}^{\prime}(s) V_{i}(c(s))
$$

for some absolutely continuous curves $c_{i}:[0,1] \rightarrow \mathbb{R}$. The length of $c$ is defined by

$$
l(c)=\int_{0}^{1} \sqrt{\sum_{i=1}^{d} c_{i}^{\prime}(s)^{2}} d s
$$

The Carnot-Carathéodory distance between two points $a$ and $b$ in $\mathbb{R}^{n}$ is now defined as being

$$
d(a, b)=\inf l(c),
$$

where the infimum is taken over the set of absolutely continuous horizontal curves $c:[0,1] \rightarrow \mathbb{R}^{n}$ such that

$$
c(0)=a, c(1)=b
$$

It can be shown, by proving a generalization in this framework of the ballbox theorem seen in Chapter 2, that the topology given by the CarnotCarathéodory distance $d$ is the usual Euclidean topology of $\mathbb{R}^{n}$.

A horizontal curve with length $d(a, b)$ is called a sub-Riemannian geodesic joining $a$ and $b$. With Chow's theorem in mind, we address now the problem of existence of geodesics, whose Riemannian analogue is the classical Hopf-Rinow theorem.

Theorem 3.5 Any two points of $\mathbb{R}^{n}$ can be joined by a geodesic.
There is a major difference between Riemannian geodesics and subRiemannian ones: unlike the two step Carnot group case, it may happen that a geodesic is not smooth.

### 3.3 The tangent space to a hypoelliptic diffusion

First, we have to introduce some concepts of differential geometry. The set of linear combinations with smooth coefficients of the vector fields $V_{1}, \ldots, V_{d}$ is called the differential system (or sheaf) generated by these vector fields.

It shall be denoted in the sequel $\mathcal{D}$. Notice that $\mathcal{D}$ is naturally endowed with a structure of $\mathcal{C}_{\infty}\left(\mathbb{R}^{n}, \mathbb{R}\right)$-module. For $x \in \mathbb{R}^{n}$, we denote

$$
\mathcal{D}(x)=\{X(x), X \in \mathcal{D}\}
$$

If the integer $\operatorname{dim} \mathcal{D}(x)$ does not depend on $x$, then $\mathcal{D}$ is said to be a distribution. Observe that the Lie bracket of two distributions is not necessarily a distribution, so that we really have to work with differential systems. The Lie brackets of vector fields in $\mathcal{V}$ generates a flag of differential systems,

$$
\mathcal{D} \subset \mathcal{D}^{2} \subset \cdots \subset \mathcal{D}^{k} \subset \cdots
$$

where $\mathcal{D}^{k}$ is recursively defined by the formula

$$
\mathcal{D}^{k}=\mathcal{D}^{k-1}+\left[\mathcal{D}, \mathcal{D}^{k-1}\right] .
$$

As a module, $\mathcal{D}^{k}$ is generated by the set of vector fields $V_{I}$, where $I$ describes the set of words with length $k$. Moreover, due to Jacobi identity, we have $\left[\mathcal{D}^{i}, \mathcal{D}^{j}\right] \subset \mathcal{D}^{i+j}$. This flag is called the canonical flag associated with the differential system $\mathcal{D}$. Hörmander's strong condition, which we supposed to hold, states that for each $x \in \mathbb{R}^{n}$, there is a smallest integer $r(x)$ such that $\mathcal{D}^{r(x)}=\mathbb{R}^{n}$. This integer is called the degree of non holonomy at $x$. Notice that $r$ is upper continuous function, that is $r(y) \leq r(x)$ for $y$ near $x$. For each $x \in \mathbb{R}^{n}$, the canonical flag induces a flag of vector subspaces,

$$
\mathcal{D}(x) \subset \mathcal{D}^{2}(x) \subset \cdots \subset \mathcal{D}^{r(x)}(x)=\mathbb{R}^{n}
$$

The integer list $\left(\operatorname{dim} \mathcal{D}^{k}(x)\right)_{1 \leq k \leq r(x)}$ is called the growth vector of $\mathcal{V}$ at $x$. The point $x$ is said to be a regular point of $\mathcal{V}$ if the growth vector is constant in a neighborhood of $x$. Otherwise, we say that $x$ is a singular point. On a Carnot group, due to the homogeneity, all points are regular.

We are now able to define in a purely algebraic manner what shall be relevant for us: the nilpotentization and the tangent space of $\mathcal{V}$ at a regular point. Later, we shall see that this tangent space also can be constructed in a purely metric manner. Let $\mathcal{V}_{i}=\mathcal{D}^{i} / \mathcal{D}^{i-1}$ denote the quotient differential systems, and define

$$
\mathcal{N}(\mathcal{D})=\mathcal{V}_{1} \oplus \cdots \oplus \mathcal{V}_{k} \oplus \cdots
$$

The Lie bracket of vector fields induces a bilinear map on $\mathcal{N}(\mathcal{D})$ which respects the grading: $\left[\mathcal{V}_{i}, \mathcal{V}_{j}\right] \subset \mathcal{V}_{i+j}$. Actually, $\mathcal{N}(\mathcal{D})$ inherits the structure of a sheaf of Lie algebras. Moreover, if $x$ is a regular point of $\mathcal{D}$, then this bracket induces a $r(x)$-step nilpotent graded Lie algebra structure on
$\mathcal{N}(\mathcal{D})(x)$. Observe that the dimension of $\mathcal{N}(\mathcal{D})(x)$ is equal to $n$ and that from the definition, $\left(V_{1}(x), \ldots, V_{d}(x)\right)$ Lie generates $\mathcal{N}(\mathcal{D})(x)$.

Definition 3.4 If $x$ is a regular point of $\mathcal{D}$, the $r(x)$-step nilpotent graded Lie algebra $\mathcal{N}(\mathcal{D})(x)$ is called the nilpotentization of $\mathcal{D}$ at $x$. This Lie algebra is the Lie algebra of a unique Carnot group which shall be denoted $\operatorname{Gr}(\mathcal{D})(x)$ and called the tangent space to $\mathcal{D}$ at $x$.

Remark 3.6 At a regular point $x, \operatorname{Gr}(\mathcal{D})(x)$ can be seen as a quotient of $\mathbb{G}_{r(x)}\left(\mathbb{R}^{d}\right)$.

Remark 3.7 The notation $\mathbf{G r}$ is for Gromov.
Definition 3.5 If $x$ is a regular point of $\mathcal{D}$, we say that $x$ is a normal point of $\mathcal{D}$ if there exists a neighborhood $U$ of $x$ such that:
(1) for every $y \in U, y$ is a regular point of $\mathcal{D}$;
(2) for every $y \in U$, there exists a Carnot algebra isomorphism

$$
\psi: \mathcal{N}(\mathcal{D})(x) \rightarrow \mathcal{N}(\mathcal{D})(y)
$$

such that $\psi\left(V_{i}(x)\right)=V_{i}(y), i=1, \ldots, d$.
Remark 3.8 To say that $x$ is a normal point of $\mathcal{D}$ is equivalent to say that any relation of the type

$$
\sum_{k=1}^{r(x)} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} a_{I} V_{I}(x), \quad a_{I} \in \mathbb{R},
$$

can be extended in a smooth way to a relation,

$$
\sum_{k=1}^{r(x)} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} a_{I}(y) V_{I}(y), \quad y \in U .
$$

More roughly speaking, if $x$ is a normal point of $\mathcal{D}$ the isomorphism class of $\mathcal{N}(\mathcal{D})(x)$ is constant in a neighborhood of $x$. Let us mention that in typical cases there exist regular points which are not normal (see [Gershkovich and Vershik (1988)]).

To illustrate these notions, we give now the nilpotentization and the tangent space in the examples already seen.

Example 3.8 Let $\mathbb{G}$ be a Carnot group with Lie algebra $\mathfrak{g}$ and consider for $\mathcal{D}$ the left invariant differential system which is generated by the basis
of $\mathbb{G}$. Then, each point is normal and it is immediate that for every $x \in \mathbb{G}$,

$$
\mathcal{N}(\mathcal{D})(x)=\mathfrak{g},
$$

$$
\mathbf{G r}(\mathcal{D})(x)=\mathbb{G}
$$

Example 3.9 Let $\mathbb{M}$ be a manifold of dimension $d$. Assume that there exists on $\mathbb{M}$ a family of vector fields $\left(V_{1}, \ldots, V_{d}\right)$ such that for every $x \in \mathbb{M}$, $\left(V_{1}(x), \ldots, V_{d}(x)\right)$ is a basis of the tangent space at $x$ and denote by $\mathcal{D}$ the differential system generated by $\left(V_{1}, \ldots, V_{d}\right)$. Then, each point is normal and for every $x \in \mathbb{M}$,

$$
\begin{aligned}
& \mathcal{N}(\mathcal{D})(x)=\mathbb{R}^{d} \\
& \operatorname{Gr}(\mathcal{D})(x)=\mathbb{R}^{d} .
\end{aligned}
$$

Example 3.10 Let us consider on $\mathbf{S O}(3)$ the left invariant differential system $\mathcal{D}$ generated by

$$
V_{1}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \text { and } V_{2}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right)
$$

In that case, it is easily checked that each point is normal and that for every $x \in \mathbf{S O}(3)$,

$$
\mathcal{N}(\mathcal{D})(x)=\mathfrak{g}_{2}\left(\mathbb{R}^{2}\right)
$$

$$
\operatorname{Gr}(\mathcal{D})(x)=\mathbb{G}_{2}\left(\mathbb{R}^{2}\right)
$$

Example 3.11 Let us consider on $\mathbf{S U}(2)$ the left invariant distribution $\mathcal{D}$ which is generated by

$$
V_{1}=\frac{1}{2}\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right) \text { and } V_{2}=\frac{1}{2}\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) .
$$

Each point is normal and for every $x \in \mathbf{S U}(2)$,

$$
\mathcal{N}(\mathcal{D})(x)=\mathfrak{g}_{2}\left(\mathbb{R}^{2}\right)
$$

$$
\operatorname{Gr}(\mathcal{D})(x)=\mathbb{G}_{2}\left(\mathbb{R}^{2}\right)
$$

A really striking fact is that the tangent space $\mathbf{G r}(\mathcal{D})(x)$ at a regular point is not only a differential invariant but also a purely metric invariant. Actually Gromov discovered that it is possible, in a very general way, to define a notion of tangent space to an abstract metric space. This point of view is widely developed in [Gromov (1996)] and [Gromov (1999)], and is the starting point of the so-called metric geometry. The Gromov-Hausdorff distance between two metric spaces $\mathbb{M}_{1}$ and $\mathbb{M}_{2}$ is defined as follows: $\delta_{\mathbf{G H}}\left(\mathbb{M}_{1}, \mathbb{M}_{2}\right)$ is the infimum of real numbers $\rho$ for which there exists isometric embeddings of $\mathbb{M}_{1}$ and $\mathbb{M}_{2}$ in a same metric space $\mathbb{M}_{3}$, say $i_{1}: \mathbb{M}_{1} \rightarrow \mathbb{M}_{3}$ and $i_{2}: \mathbb{M}_{2} \rightarrow \mathbb{M}_{3}$, such that the Hausdorff distance of $i_{1}\left(\mathbb{M}_{1}\right)$ and $i_{2}\left(\mathbb{M}_{2}\right)$ as subsets of $\mathbb{M}_{3}$ is lower than $\rho$. The important property of the GromovHausdorff distance is the following theorem.

Theorem 3.6 Suppose $\mathbb{M}_{1}$ and $\mathbb{M}_{2}$ are complete metric spaces with $\delta_{\mathbf{G H}}\left(\mathbb{M}_{1}, \mathbb{M}_{2}\right)=0$. Then $\mathbb{M}_{1}$ and $\mathbb{M}_{2}$ are isometric.

Thanks to this distance, we have now a convenient notion of limit of a sequence metric spaces.
Definition 3.6 A sequence of pointed metric spaces $\left(\mathbb{M}_{n}, x_{n}\right)$ is said to Gromov-Hausdorff converge to the pointed metric space ( $\mathbb{M}, x$ ) if for any positive $R$

$$
\lim _{n \rightarrow+\infty} \delta_{\mathbf{G H}}\left(\mathbf{B}_{\mathbb{M}_{n}}\left(x_{n}, R\right), \mathbf{B}_{\mathbb{M}}(x, R)\right)=0
$$

where $\mathbf{B}_{\mathbb{M}_{n}}\left(x_{n}, R\right)$ is the open ball centered at $x_{n}$ with radius $R$ in $\mathbb{M}_{n}$. In that case we shall write

$$
\lim _{n \rightarrow+\infty}\left(\mathbb{M}_{n}, x_{n}\right)=(\mathbb{M}, x)
$$

If $\mathbb{M}$ is a metric space and $\lambda>0$, we denote $\lambda \cdot \mathbb{M}$ the new metric space obtained by multiplying all distances by $\lambda$.
Definition 3.7 Let $\mathbb{M}$ be a metric space and $x_{0} \in \mathbb{M}$. If the GromovHausdorff limit

$$
\lim _{n \rightarrow+\infty}\left(n \cdot \mathbb{M}, x_{0}\right)
$$

exists, then this limit is called the tangent space to $\mathbb{M}$ at $x_{0}$.
We have the following theorem due to Mitchell [Mitchell (1985)] (see also [Pansu (1989)]):

Proposition 3.1 Let $x_{0} \in \mathbb{R}^{n}$ be a regular point of $\mathcal{D}$, then the tangent space at $x_{0}$ in Gromov-Hausdorff's sense exists and is equal to $\mathbf{G r}(\mathcal{D})\left(x_{0}\right)$.

Actually, even if $x_{0}$ is not a regular point of $\mathcal{D}$, the tangent space in GromovHausdorff sense exists. Therefore, from this theorem, it is possible to define $\operatorname{Gr}(\mathcal{D})\left(x_{0}\right)$ at any point of $\mathcal{D}$. Nevertheless, if $x_{0}$ is not a regular point, then $\operatorname{Gr}(\mathcal{D})\left(x_{0}\right)$ is not a Lie group (see [Bellaïche (1996)]).

Example 3.12 Let us consider in $\mathbb{R}^{2}$, the two vector fields

$$
V_{1}=\frac{\partial}{\partial x}
$$

and

$$
V_{2}=x \frac{\partial}{\partial y}
$$

These vector fields span $\mathbb{R}^{2}$ everywhere, except along the line $x=0$, where adding

$$
\left[V_{1}, V_{2}\right]=\frac{\partial}{\partial y}
$$

is needed. So, the distribution $\mathcal{D}$ generated by $V_{1}$ and $V_{2}$ satisfies the strong Hörmander's condition. The sub-Riemannian geometry associated with $\mathcal{D}$ is called the geometry of the Grusin plane. In that case, for every $(x, y) \in \mathbb{R}^{2}$,

$$
\operatorname{Gr}(\mathcal{D})(x, y)=\mathbb{R}^{2}, \text { if } x \neq 0
$$

whereas,

$$
\operatorname{Gr}(\mathcal{D})(x, y)=\mathbb{G}_{2}\left(\mathbb{R}^{2}\right) / \exp \left(\mathbb{R} V_{2}\right), \text { if } x=0
$$

Before we turn to applications in the theory of hypoelliptic diffusions, we still have to generalize the notion of Pansu's derivative (see Chapter 2, Section 2.3.) in our context of general sub-Riemannian manifolds. This generalization is due to [Margulis and Mostow (1995)], we shall only hint their notion of Pansu's derivative, since the rigorous construction is quite technical but rather clear from an intuitive point of view. Let $\mathbb{G}$ be a Carnot group and

$$
F: \mathbb{G} \rightarrow \mathbb{R}^{n}
$$

be a map. Then $F$ is said to be Pansu differentiable at $g \in \mathbb{G}$ if there exists a Carnot group morphism

$$
d_{P} F(g): \mathbb{G} \rightarrow \mathbf{G r}(\mathcal{D})(F(g)),
$$

such that for small $t$

$$
F\left(g \Delta_{t}^{\mathbb{G}} h\right) \approx F(g)\left(\Delta_{t}^{\operatorname{Gr}(\mathcal{D})(F(g))} d_{P} F(g)(h)\right), \quad h \in \mathbb{G}
$$

where $\Delta^{\mathbb{G}}\left(\right.$ resp. $\Delta^{\mathbf{G r}(\mathcal{D})(F(g))}$ ) are the canonical dilations on the Carnot group $\mathbb{G}($ resp. $\operatorname{Gr}(\mathcal{D})(F(g)))$.

This approximation formula should be understood in the same way than the usual approximation formula

$$
F(x+h) \approx F(x)+d F(x)(h)
$$

for a map $F$ defined between two manifolds.
We now apply all these new notions to study the stochastic differential equation

$$
\begin{equation*}
X_{t}^{x_{0}}=x_{0}+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(X_{s}^{x_{0}}\right) \circ d B_{s}^{i} \tag{3.4}
\end{equation*}
$$

Theorem 3.7 Let $x \in \mathbb{R}^{n}$ be a regular point of $\mathcal{D}$. Let $\left(X_{t}^{x}\right)_{t \geq 0}$ denote the solution of (3.4) with initial condition $x$. There exists a map

$$
F: \mathbb{G}_{r(x)}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{n}
$$

such that

$$
X_{t}^{x}=F\left(B_{t}^{*}\right)+t^{\frac{r(x)+1}{2}} \mathbf{R}(t)
$$

where:
(1) $\left(B_{t}^{*}\right)_{t \geq 0}$ is the lift of $\left(B_{t}\right)_{t \geq 0}$ in the group $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$;
(2) the remainder term $\mathbf{R}(t)$ is bounded in probability when $t \rightarrow 0$.

Moreover the map $F$ is Pansu differentiable at $0_{\mathbb{G}_{r(x)}}$ and the Pansu's derivative

$$
d_{P} F\left(0_{\mathbb{G}_{r(x)}}\right): \mathbb{G}_{r(x)}\left(\mathbb{R}^{d}\right) \rightarrow \mathbf{G r}(\mathcal{D})(x)
$$

is a surjective Carnot group morphism.
Proof. From Theorem 2.6 of Chapter 2, we have

$$
X_{t}^{x}=F\left(B_{t}^{*}\right)+t^{\frac{r(x)+1}{2}} \mathbf{R}(t), t \geq 0
$$

where the remainder term $\mathbf{R}$ is bounded in probability when $t \rightarrow 0$, and

$$
F\left(B_{t}^{*}\right)=\left[\exp \left(\sum_{k=1}^{r(x)} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}(B)_{t} V_{I}\right)\right](x)
$$

Let now $g \in \mathbb{G}$ and $y:[0,1] \rightarrow \mathbb{R}^{d}$ an absolutely continuous path whose lift $y^{*}:[0,1] \rightarrow \mathbb{G}_{r(x)}\left(\mathbb{R}^{d}\right)$ satisfies

$$
y_{0}^{*}=0_{\mathbb{G}_{r(x)}\left(\mathbb{R}^{d}\right)}
$$

and

$$
y_{1}^{*}=g
$$

We have

$$
F\left(\Delta_{t}^{\mathbb{G}_{r(x)}\left(\mathbb{R}^{d}\right)} g\right)=\left[\exp \left(\sum_{k=1}^{r(x)} t^{k} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}(y)_{1} V_{I}\right)\right](x)
$$

Therefore, in small times

$$
" F\left(\Delta_{t}^{\mathbb{G}_{r(x)}\left(\mathbb{R}^{d}\right)} g\right) \approx x+\sum_{k=1}^{r(x)} t^{k} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}(y)_{1} V_{I}(x) "
$$

which leads to the expected result.
We have a stronger approximation result in the normal case.
Theorem 3.8 Let $x \in \mathbb{R}^{n}$ be a normal point of $\mathcal{D}$. Let $\left(X_{t}^{x}\right)_{t \geq 0}$ denote the solution of (3.4) with initial condition $x$. There exist a surjective Carnot group morphism

$$
\pi_{x}: \mathbb{G}_{r(x)}\left(\mathbb{R}^{d}\right) \rightarrow \mathbf{G r}(\mathcal{D})(x)
$$

and a local diffeomorphism

$$
\psi_{x}: U \subset \mathbf{G r}(\mathcal{D})(x) \rightarrow \mathbb{R}^{n}
$$

such that

$$
X_{t}^{x}=\psi_{x}\left(\pi_{x} B_{t}^{*}\right)+t^{\frac{r(x)+1}{2}} \mathbf{R}(t), 0<t<T
$$

where:
(1) $U$ is an open neighborhood of the identity element of $\mathbf{G r}(\mathcal{D})(x)$;
(2) $B^{*}$ is the lift of $B$ in the free Carnot group $\mathbb{G}_{r(x)}\left(\mathbb{R}^{d}\right)$;
(3) $T$ is an almost surely positive stopping time;
(4) $\mathbf{R}$ is bounded in probability when $t \rightarrow 0$.

Proof. From Theorem 2.6 of Chapter 2, we have

$$
X_{t}^{x}=\left[\exp \left(\sum_{k=1}^{r(x)} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}(B)_{t} V_{I}\right)\right](x)+t^{\frac{r(x)+1}{2}} \mathbf{R}(t), t \geq 0
$$

where the remainder term $\mathbf{R}$ is bounded in probability when $t \rightarrow 0$. Now, since $x$ is a normal point of $\mathcal{D}$, we can write

$$
\left[\exp \left(\sum_{k=1}^{r(x)} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}(B)_{t} V_{I}\right)\right](x)=\psi_{x}\left(\hat{B}_{t}\right), t<T
$$

where
(1) $\psi_{x}: U \subset \operatorname{Gr}(\mathcal{D})(x) \rightarrow \mathbb{R}^{n}$ is a local diffeomorphism;
(2) $\hat{B}$ is the lift of $B$ in the Carnot $\operatorname{group} \operatorname{Gr}(\mathcal{D})(x)$, with respect to the family $\left(V_{1}(x), \ldots, V_{d}(x)\right)$ (recall that by construction, this family Lie generates $\mathcal{N}(\mathcal{D})(x))$;
(3) $T$ is an almost surely positive stopping time.

Now, since $\mathfrak{g}_{r(x)}\left(\mathbb{R}^{d}\right)$ is free, there exists a unique Lie algebra surjective homomorphism $\alpha_{x}: \mathfrak{g}_{r(x)}\left(\mathbb{R}^{d}\right) \rightarrow \mathcal{N}(\mathcal{D})(x)$ such that $\alpha_{x}\left(D_{i}\right)=V_{i}(x)$. Since Carnot groups are simply connected nilpotent groups for which the exponential map is a diffeomorphism, there exists a unique Carnot group morphism $\pi_{x}: \mathbb{G}_{r(x)} \rightarrow \mathbf{G r}(\mathcal{D})(x)$ such that $d \pi_{x}=\alpha_{x}$. We have $\pi_{x}\left(B_{t}^{*}\right)=$ $\hat{B}_{t}$ which concludes the proof.

Remark 3.9 Observe that $\pi_{x} B_{t}^{*}$ is a lift of $B$ in the Carnot group $\operatorname{Gr}(\mathcal{D})(x)$.

Remark 3.10 Observe that the map $\psi_{x}: U \subset \operatorname{Gr}(\mathcal{D})(x) \rightarrow \mathbb{R}^{n}$ is bi-Lipschitz with respect to the respective sub-Riemannian distances of $\operatorname{Gr}(\mathcal{D})(x)$ and $\mathbb{R}^{n}$.

Remark 3.11 We stress that theorem (3.8) is not true in general if $x$ is not a normal point of $\mathcal{D}$. Indeed, let us assume that the nilpotentization $\mathcal{N}(\mathcal{D})(x)$ is not constant in a neighborhood of $x$ and that there exists a bi-Lipschitz map $\psi_{x}: U \subset \mathbf{G r}(\mathcal{D})(x) \rightarrow \mathbb{R}^{n}$. In that case an extension of Pansu-Rademacher's theorem (see previous chapter) due to [Margulis and Mostow (1995)] would imply that $\psi_{x}$ is almost everywhere Pansu differentiable and the derivatives would provide Carnot group morphisms between
groups which are not isomorphic. This argument actually shows that there is no inversion local theorem with respect to the Pansu's derivative.

A case of particular importance which is covered by the previous theorem is the elliptic case which corresponds to the case $d=n$ and $\left(V_{1}(x), \ldots, V_{n}(x)\right)$ is a basis of $\mathbb{R}^{n}$ for any $x \in \mathbb{R}^{n}$. In that case, recall that every point is normal and we obtain

Corollary 3.1 Let $x \in \mathbb{R}^{n}$ and let $\left(X_{t}^{x}\right)_{t \geq 0}$ denote the solution of (3.4) with initial condition $x$. There exists a local diffeomorphism

$$
\psi_{x}: U \subset \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}
$$

such that

$$
X_{t}^{x}=\psi_{x}\left(B_{t}\right)+t \mathbf{R}(t), 0<t<T
$$

where:
(1) $U$ is an open neighborhood of 0 ;
(2) $T$ is an almost surely non negative stopping time;
(3) $\mathbf{R}$ is bounded in probability when $t \rightarrow 0$.

Another immediate corollary of Theorem 3.8 is the behaviour in small times of a hypoelliptic heat kernel on the diagonal (see [Ben Arous (1989a)], [Léandre (1992)] and [Takanobu (1988)]).

Corollary 3.2 Let $x$ be a regular point of $\mathcal{D}$. Let $p_{t}, t>0$, denote the density of $X^{x}$ with respect to the Lebesgue measure. We have,

$$
p_{t}(x) \sim_{t \rightarrow 0} \frac{C(x)}{t^{\frac{D(x)}{2}}}
$$

where $C(x)$ is a non negative constant and $D(x)$ the Hausdorff dimension of the tangent space $\operatorname{Gr}(\mathcal{D})(x)$.

Proof. We use Theorem 3.7 to write

$$
X_{t}^{x}=F\left(B_{t}^{*}\right)+t^{\frac{r(x)+1}{2}} \mathbf{R}(t)
$$

where:
(1) $\left(B_{t}^{*}\right)_{t \geq 0}$ is the lift of $\left(B_{t}\right)_{t \geq 0}$ in the group $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$;
(2) $\mathbf{R}(t)$ is bounded in probability when $t \rightarrow 0$;
(3) the map

$$
F: \mathbb{R}^{n} \times \mathbb{G}_{r(x)}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{n}
$$

is Pansu differentiable at the origin with a surjective Pansu's derivative.
Now, we have

$$
\left(F\left(B_{t}^{*}\right)\right)_{t \geq 0}={ }^{l a w}\left(F\left(\Delta_{\sqrt{t}}^{\mathbb{G}_{r(x)}\left(\mathbb{R}^{d}\right)} B_{1}^{*}\right)\right)_{t \geq 0},
$$

and

$$
F\left(\Delta_{\sqrt{t}}^{\mathbb{G}_{r(x)}\left(\mathbb{R}^{d}\right)} B_{1}^{*}\right) \approx x \Delta_{\sqrt{t}}^{\operatorname{Gr}(\mathcal{D})(x)} d_{P} F\left(0_{\mathbb{G}_{r(x)}\left(\mathbb{R}^{d}\right)}\right)\left(B_{1}^{*}\right),
$$

in small times. Since $d_{P} F\left(0_{\mathbb{G}_{r(x)}\left(\mathbb{R}^{d}\right)}\right)$ is surjective, the random variable

$$
d_{P} F\left(0_{\mathbb{G}_{r(x)}\left(\mathbb{R}^{d}\right)}\right)\left(B_{1}^{*}\right)
$$

admits a density with respect to the Lebesgue measure. This concludes the proof.

### 3.4 Horizontal diffusions

In this section, we provide interesting examples of hypoelliptic diffusions which arise naturally in Riemannian geometry. We shall assume basic knowledge in Riemannian geometry and stochastic processes in this setting as can be found in the Appendices A and B. We shall also assume some very basic knowledge of the theory of principal bundles; for further details, we refer to the Chapter 2 of [Kobayashi and Nomizu (1996)].

Let $(\mathbb{M}, g)$ be a $d$ dimensional connected compact smooth Riemannian manifold. That is, the manifold $\mathbb{M}$ is endowed with a $(0,2)$ definite positive tensor $g$. This non-degenerate metric tensor can e.g. stem from an elliptic differential system $\left(V_{1}, \ldots, V_{d}\right)$. That is, $V_{1}, \ldots, V_{d}$ are smooth vector fields on $\mathbb{M}$ such that for every $x_{0} \in \mathbb{M},\left(V_{1}\left(x_{0}\right), \ldots, V_{d}\left(x_{0}\right)\right)$ is a basis of the tangent space to $\mathbb{M}$ at $x_{0}$. In that case $g$ is defined at $x_{0}$ by the condition that $\left(V_{1}\left(x_{0}\right), \ldots, V_{d}\left(x_{0}\right)\right)$ is an orthonormal basis.

The tangent bundle to $\mathbb{M}$ is denoted $T \mathbb{M}$ and $\mathrm{T}_{m} \mathbb{M}$ is the tangent space at $m \in \mathbb{M}$ : we have hence $\mathbb{T M}=\cup_{m} \mathrm{~T}_{m} \mathbb{M}$.

An orthonormal frame at $m \in \mathbb{M}$ is a linear isomorphism $u: \mathbb{R}^{d} \rightarrow \mathrm{~T}_{m} \mathbb{M}$ such that for every $x, y \in \mathbb{R}^{d}$,

$$
g_{m}(u(x), u(y))=\langle x, y\rangle_{\mathbb{R}^{d}},
$$

where $\langle x, y\rangle_{\mathbb{R}^{d}}$ denotes the usual scalar product in $\mathbb{R}^{d}$. The set of orthonormal frames at $m$ shall be denoted $\mathcal{O}(\mathbb{M})_{m}$. Observe that the Lie group $\mathcal{O}_{d}(\mathbb{R})$ of $d \times d$ orthogonal matrices acts naturally on $\mathcal{O}(\mathbb{M})_{m}$ by $u \rightarrow u \circ g$, $u \in \mathcal{O}(\mathbb{M})_{m}, g \in \mathcal{O}_{d}(\mathbb{R})$. Set now

$$
\mathcal{O}(\mathbb{M})=\bigcup_{m \in \mathbb{M}} \mathcal{O}(\mathbb{M})_{m}
$$

This set is called the orthonormal frame bundle of $\mathbb{M}$. It is easily checked that it can be endowed with a differentiable manifold structure with dimension $\frac{d(d+1)}{2}$ that makes the canonical projection $\pi: \mathcal{O}(\mathbb{M}) \rightarrow \mathbb{M}$ a smooth map. We summarize the above properties by saying that $\left(\mathcal{O}(\mathbb{M}), \mathbb{M}, \mathcal{O}_{d}(\mathbb{R})\right)$ is a principal bundle on $\mathbb{M}$ with structure group the group $\mathcal{O}_{d}(\mathbb{R})$. Working in this bundle aims at making equivariant the objects we are dealing with.

As in Appendix B, it is possible to show the existence of a unique metric, torsion free, connection on $\mathbb{M}$. That is, if we denote by $\mathcal{V}(\mathbb{M})$ the set of smooth vector fields on $\mathbb{M}$, there is a unique map

$$
\nabla: \mathcal{V}(\mathbb{M}) \times \mathcal{V}(\mathbb{M}) \rightarrow \mathcal{V}(\mathbb{M})
$$

such that for any $U, V, W \in \mathcal{V}(\mathbb{M})$ and any smooth $f, g: \mathbb{M} \rightarrow \mathbb{R}$ :
(1) $\nabla_{f U+g V} W=f \nabla_{U} W+g \nabla_{V} W$;
(2) $\nabla_{U}(V+W)=\nabla_{U} V+\nabla_{U} W$;
(3) $\nabla_{U}(f V)=f \nabla_{U} V+U(f) V$;
(4) $\nabla_{U} V-\nabla_{V} U=[U, V]$;
(5) $U(g(V, W))=g\left(\nabla_{U} V, W\right)+g\left(V, \nabla_{U} W\right)$.

A vector field $X$ along a smooth curve $\left(c_{t}\right)_{t \geq 0}$ on $\mathbb{M}$ is said to be parallel along the curve if we always have

$$
\nabla_{c^{\prime}} X=0
$$

A smooth curve $\left(u_{t}\right)_{t \geq 0}$ in $\mathcal{O}(\mathbb{M})$ is called horizontal if for every $x \in \mathbb{R}^{d}$, the vector field $u(x)$ is parallel along the curve $\pi u$. A vector $X \in \mathrm{~T}_{u_{0}} \mathcal{O}(\mathbb{M})$ is called horizontal if $u$ is horizontal. The space of horizontal vectors at
$u_{0}$ is denoted $\mathcal{H}_{u_{0}} \mathcal{O}(\mathbb{M})$; it is a space of dimension $d$. We have the direct decomposition

$$
\mathrm{T}_{u_{0}} \mathcal{O}(\mathbb{M})=\mathcal{H}_{u_{0}} \mathcal{O}(\mathbb{M}) \oplus \mathcal{V}_{u_{0}} \mathcal{O}(\mathbb{M})
$$

where $\mathcal{V}_{u_{0}} \mathcal{O}(\mathbb{M})$ denotes the space of vectors tangent to the fiber $\mathcal{O}(\mathbb{M})_{\pi u_{0}}$.
The canonical projection $\pi$ induces an isomorphism

$$
\pi_{*}: \mathcal{H}_{u_{0}} \mathcal{O}(\mathbb{M}) \rightarrow \mathrm{T}_{\pi u_{0}} \mathbb{M},
$$

and for each $X \in \mathrm{~T}_{m} \mathbb{M}$ and a frame $u_{0}$ at $m$, there is a unique horizontal vector $X^{*}$, the horizontal lift of $X$ from $u_{0}$ such that $\pi_{*} X^{*}=X$.

For each $x \in \mathbb{R}^{d}$ we can define a horizontal vector field $H_{x}$ by the property that at each point $u \in \mathcal{O}(\mathbb{M}), H_{x}(u)$ is the horizontal lift of $u(x)$ from $u$.

Definition 3.8 Let $\left(e_{1}, \ldots, e_{d}\right)$ be the canonical basis of $\mathbb{R}^{d}$. The fundamental horizontal vector fields are given by

$$
H_{i}=H_{e_{i}} .
$$

Observe that the differential system on $\mathcal{O}(\mathbb{M})$ generated by the horizontal vector fields $H_{1}, \ldots, H_{d}$, is nothing else than the horizontal distribution for the Levi-Civita connection on $\mathbb{M}$, that is $\mathcal{H O}(\mathbb{M})$.

The Bochner's horizontal Laplacian is by definition the sum of squares operator given by

$$
\Delta_{\mathcal{O}(\mathbb{M})}=\sum_{i=1}^{d} H_{i}^{2} .
$$

The fundamental property of the Bochner's horizontal Laplacian is that it is the lift of the Laplacian operator $\Delta_{\mathbb{M}}$ of $\mathbb{M}$. That is, for every smooth $f: \mathbb{M} \rightarrow \mathbb{R}$,

$$
\Delta_{\mathcal{O}(\mathbb{M})}(f \circ \pi)=\left(\Delta_{\mathbb{M}} f\right) \circ \pi
$$

As a direct consequence of this, it follows that the solution of the stochastic differential equation

$$
B_{t}^{*}=U_{0}+\sum_{i=1}^{d} \int_{0}^{t} H_{i}\left(B_{s}^{*}\right) \circ d \widetilde{B}_{s}^{i}, \quad t \geq 0,
$$

where $U_{0} \in \mathcal{O}(\mathbb{M})$ and $\left(\widetilde{B}_{t}\right)_{t \geq 0}$ is a $\mathbb{R}^{d}$ - valued standard Brownian motion, is such that the $\mathbb{M}$-valued process $\left(\pi\left(B_{t}^{*}\right)\right)_{t \geq 0}$ is a Brownian motion. That is,
$\left(\pi\left(B_{t}^{*}\right)\right)_{t \geq 0}$ is a Markov process with generator $\frac{1}{2} \Delta_{\mathbb{M}}$. The process $\left(B_{t}^{*}\right)_{t \geq 0}$ is called a horizontal Brownian motion.

Conversely, it can be shown that any Brownian motion $\left(B_{t}\right)_{t \geq 0}$ on $\mathbb{M}$ can be written $\left(\pi\left(B_{t}^{*}\right)\right)_{t \geq 0}$ where $\left(B_{t}^{*}\right)_{t \geq 0}$ is a horizontal Brownian motion. The process $\left(B_{t}^{*}\right)_{t \geq 0}$ is then called the horizontal lift of $\left(B_{t}\right)_{t \geq 0}$. The linear Brownian motion $\left(\widetilde{B}_{t}\right)_{t \geq 0}$ which drives the stochastic differential equation driven by $\left(B_{t}^{*}\right)_{t>0}$ is called the anti-development of $\left(B_{t}\right)_{t \geq 0}$.

This passage through the orthonormal bundle is the classical Eels-Elworthy-Malliavin's approach to Riemannian Brownian motions (see e.g. [Emery (1989)], [Hsu (2002)], or Part V of [Malliavin (1997)] ). The advantage of this construction of Riemannian Brownian motions is that, firstly it is intrinsic, and secondly it provides a pathwise construction obtained by solving a globally defined stochastic differential equation. The bijective map

$$
\left(\widetilde{B}_{t}\right)_{t \geq 0} \rightarrow\left(B_{t}\right)_{t \geq 0}
$$

is called the Itô's map of the manifold. Also observe that this construction proves that the natural filtration of a Riemannian Brownian motion is the same than the natural filtration of a linear $d$-dimensional Brownian motion; a fact, which a priori was not obvious from the original definition of the Brownian motions on a manifold (see Appendix A).

Let us now see how the Levi-Civita connection $\nabla$ manifests itself on the bundle $\left(\mathcal{O}(\mathbb{M}), \mathbb{M}, \mathcal{O}_{d}(\mathbb{R})\right)$. Let us denote $\mathfrak{o}_{d}(\mathbb{R})$ the Lie algebra of $\mathcal{O}_{d}(\mathbb{R})$, that is the space of $d \times d$ skew symmetric matrices. For every $M \in \mathfrak{o}_{d}(\mathbb{R})$, we can define a vertical vector field $V_{M}$ on $\mathcal{O}(\mathbb{M})$ by

$$
\left(V_{M} F\right)(u)=\lim _{t \rightarrow 0} \frac{F\left(u e^{t M}\right)-F(u)}{t},
$$

with $u \in \mathcal{O}(\mathbb{M})$ and $F: \mathcal{O}(\mathbb{M}) \rightarrow \mathbb{R}$. Observe that the map $M \rightarrow V_{M}(u)$ is an isomorphism from $\mathfrak{o}_{d}(\mathbb{R})$ onto the set $\mathcal{V}_{u} \mathcal{O}(\mathbb{M})$ of vertical vector fields at $u$. Then, the connection form on $\mathcal{O}(\mathbb{M})$ (often called the Ehresmann connection), is the unique skew-symmetric matrix $\omega$ of one forms on $\mathcal{O}(\mathbb{M})$ such that:
(1) $\omega(X)=0$ if and only if $X \in \mathcal{H O}(\mathbb{M})$;
(2) $V_{\omega(X)}=X$ if and only if $X \in \mathcal{V O}(\mathbb{M})$.

Associated with this Ehresmann connection on $\mathcal{O}(\mathbb{M})$, which corresponds to the Levi-Civita connection on $\mathbb{M}$ we have two Cartan's structural equations
(see Appendix B, Section B. 8 for the two Cartan's structural equations on $\mathbb{M})$. The first structural equation reads

$$
\mathbf{d} \Theta+\Theta \wedge \omega=0
$$

where $\Theta$ is the so-called tautological one form on $\mathcal{O}(\mathbb{M})$ defined by:

$$
\Theta(X)(u)=u^{-1} \pi_{*} X, \quad X \in \mathrm{~T}_{u} \mathcal{O}(\mathbb{M})
$$

The second structural equation reads

$$
\mathbf{d} \omega+\omega \wedge \omega=\Omega
$$

and can be taken as a definition of the curvature form $\Omega$. It can be shown that

$$
\Omega(X, Y)(u)=u^{-1} R\left(\pi_{*} X, \pi_{*} Y\right) u, \quad X, Y \in \mathrm{~T}_{u} \mathcal{O}(\mathbb{M})
$$

where $R$ denotes the Riemannian curvature tensor on $\mathbb{M}$.
For $u \in \mathcal{O}(\mathbb{M})$, let us now consider the map

$$
\Psi_{u}: \mathfrak{o}_{d}(\mathbb{R}) \rightarrow \mathfrak{o}_{d}(\mathbb{R})
$$

such that

$$
\Psi_{u}(M)=\left(\sum_{1 \leq i<j \leq d} \Omega_{l}^{k}\left(H_{i}, H_{j}\right)(u) M_{i, j}\right)_{1 \leq k, l \leq d}
$$

We have the following theorem (compare to Chernyakov's theorem, see [Gershkovich and Vershik (1994)] pp. 22):

Theorem 3.9 Assume that for every $u \in \mathcal{O}(\mathbb{M})$, the application $\Psi_{u}$ is an isomorphism, then:
(1) the horizontal distribution $\mathcal{H O}(\mathbb{M})$ satisfies the strong Hörmander's condition;
(2) every $u \in \mathcal{O}(\mathbb{M})$ is normal and $\mathbf{G r}(\mathcal{H O}(\mathbb{M}))(u)=\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$.

Proof. From the Cartan's formula, we have

$$
\Theta\left(\left[H_{i}, H_{j}\right]\right)=H_{i} \Theta\left(H_{j}\right)-H_{j} \Theta\left(H_{i}\right)-d \Theta\left(H_{i}, H_{j}\right)
$$

where $\Theta$ is the tautological one-form on $\mathcal{O}(\mathbb{M})$. Now, from the first structural equation, we have

$$
\mathbf{d} \Theta=-\Theta \wedge \omega
$$

where $\omega$ is the Ehresmann connection form. This implies,

$$
\Theta\left(\left[H_{i}, H_{j}\right]\right)=0
$$

Thus, the commutator of two fundamental vector fields is vertical. Using the second structure equation

$$
\mathbf{d} \omega=-\omega \wedge \omega+\Omega
$$

where $\Omega$ is the curvature form, we obtain in a similar way with Cartan's formula,

$$
\omega\left(\left[H_{i}, H_{j}\right]\right)=-\Omega\left(H_{i}, H_{j}\right)
$$

Thus,

$$
\left[H_{i}, H_{j}\right]=-V_{\Omega\left(H_{i}, H_{j}\right)}
$$

Since the $\operatorname{map} M \rightarrow V_{M}(u)$ is an isomorphism, for every $u \in \mathcal{O}(\mathbb{M})$ the family $\left(H_{i}(u),\left[H_{j}, H_{k}\right](u)\right)$ is a basis of $T_{u} \mathcal{O}(\mathbb{M})$. Therefore the horizontal distribution $\mathcal{H O}(\mathbb{M})$ satisfies the strong Hörmander's condition. The fact every $u \in \mathcal{O}(\mathbb{M})$ is normal and $\operatorname{Gr}(\mathcal{H O}(\mathbb{M}))(u)=\mathbb{G}_{2}\left(\mathbb{R}^{d}\right)$ stems from the fact the growth vector is maximal and constant on $\mathcal{O}(\mathbb{M})$. The above computations have indeed shown that it is always $\left(d, \frac{d(d-1)}{2}\right)$.

Remark 3.12 In dimension $d=2$, the assumption that for every $u$, the application $\Psi_{u}$ is non degenerate is equivalent to the fact that the Gauss curvature of $\mathbb{M}$ never vanishes.

Remark 3.13 If we assume that $(\mathbb{M}, g)$ is an oriented manifold the assumption that at $u \in \mathcal{O}(\mathbb{M})$, the application $\Psi_{u}$ is an isomorphism is equivalent to the fact that the holonomy group at $\pi(u)$ is $\mathbf{S O}_{d}(\mathbb{R})$.

By applying Theorem 3.8 and using the identification $\mathbb{G}_{2}\left(\mathbb{R}^{d}\right) \simeq \mathbb{R}^{d} \times$ $\mathbb{R}^{\frac{d(d-1)}{2}}$, we obtain therefore

Corollary 3.3 Assume that for every $u \in \mathcal{O}(\mathbb{M})$, the application $\Psi_{u}$ is an isomorphism. Let $\left(B_{t}\right)_{t \geq 0}$ be a Brownian motion on $\mathbb{M}$. Then, there exist a local submersion

$$
\psi: U \subset \mathbb{R}^{d} \times \mathbb{R}^{\frac{d(d-1)}{2}} \rightarrow \mathcal{O}(\mathbb{M})
$$

and a standard linear Brownian motion $\left(\beta_{t}\right)_{t \geq 0}$ on $\mathbb{R}^{d}$, such that for any smooth function $f: \mathbb{M} \rightarrow \mathbb{R}$,
$f\left(B_{t}\right)=f\left(\psi\left(\beta_{t},\left(\int_{0}^{t} \beta_{s}^{i} d \beta_{s}^{j}-\beta_{s}^{j} d \beta_{s}^{i}\right)_{1 \leq i<j \leq d}\right)\right)+t^{\frac{3}{2}} \mathbf{R}(t, f), \quad 0<t<T$, where:
(1) $U$ is an open neighborhood of 0 in $\mathbb{R}^{d} \times \mathbb{R}^{\frac{d(d-1)}{2}}$;
(2) $T$ is an almost surely non negative stopping time;
(3) $\mathbf{R}$ is bounded in probability when $t \rightarrow 0$.

Proof. Indeed, let $\left(B_{t}\right)_{t \geq 0}$ be a Brownian motion on $\mathbb{M}$. Let us denote $\left(B_{t}^{*}\right)_{t \geq 0}$ the horizontal lift of $\left(B_{t}\right)_{t \geq 0}$ to $\mathcal{O}(\mathbb{M})$ and $\left(\beta_{t}\right)_{t \geq 0}$ the antidevelopment of $\left(B_{t}\right)_{t \geq 0}$. By applying Theorem 3.8 to $\left(B_{t}^{*}\right)_{t \geq 0}$, we obtain the expected result.

Under the non-degeneracy assumption, we can moreover give an expression for the horizontal heat kernel in small times. On $\mathcal{O}(\mathbb{M})$, let us consider the measure $\mu$ which reads in local bundle trivializations as the product of the Riemannian measure on $\mathbb{M}$ and of the normalized Haar measure of $\mathcal{O}_{d}(\mathbb{R})$.

Corollary 3.4 Assume that for every $u \in \mathcal{O}(\mathbb{M})$, the application $\Psi_{u}$ is an isomorphism. Then, if $p_{t}^{*}$ denotes the density with respect to $\mu$ of $a$ horizontal Brownian motion on $\mathcal{O}(\mathbb{M})$ started at $u$, we have

$$
p_{t}(u) \simeq_{t \rightarrow 0} \frac{C}{\left|\operatorname{det} \Psi_{u}\right| t^{\frac{d^{2}}{2}}},
$$

where $C>0$ is a universal constant which does not depend on $\mathbb{M}$.
Proof. It follows readily from the approximation

$$
\begin{aligned}
f\left(B_{t}^{*}\right)= & f\left(\exp \left(\sum_{i=1}^{d} H_{i} \beta_{t}^{i}+\frac{1}{2} \sum_{1 \leq j<k \leq d}\left[H_{j}, H_{k}\right] \int_{0}^{t} \beta_{s}^{i} d \beta_{s}^{j}-\beta_{s}^{j} d \beta_{s}^{i}\right)(u)\right) \\
& +t^{\frac{3}{2}} \mathbf{R}(t),
\end{aligned}
$$

which stems from Theorem 3.8 (here $f: \mathcal{O}(\mathbb{M}) \rightarrow \mathbb{R}$ is a smooth function and $\beta$ the anti-development of $B$ ).

We can extend without difficulties the previous discussion to the case of general principal bundles. Let $\mathbb{M}$ be a $d$-dimensional connected smooth
manifold. Let now $\mathbb{G}$ be a Lie subgroup of the linear group $\mathbf{G L}_{d}(\mathbb{R})$ with Lie algebra $\mathfrak{g}$. A principal bundle $(\mathbb{B}, \mathbb{M}, \mathbb{G})$ consists first of a submersion

$$
\pi: \mathbb{B} \rightarrow \mathbb{M}
$$

such that each fiber is isomorphic to $\mathbb{G}$. There is also a right action of $\mathbb{G}$ on $\mathbb{B}$ with the property that orbits are exactly the fibers of the bundle. Finally, we must ask that $(\mathbb{B}, \mathbb{M}, \mathbb{G})$ is locally trivializable in the sense that for every $x \in \mathbb{M}$, there is a diagram

that commutes with the right actions of $\mathbb{G}$ on both $\pi^{-1}(U)$ and $U \times G$, where $\phi$ is a local diffeomorphism and $U$ a neighborhood $x$. For $u_{0} \in \mathbb{B}$, we denote $\mathcal{V}_{u_{0}} \mathbb{B}$ the space of vectors tangent to the fiber $\mathbb{B}_{\pi u_{0}}$. As before, for every $X \in \mathfrak{g}$, we can define a vertical vector field $V_{X}$ on $\mathbb{B}$ by

$$
\left(V_{X} F\right)(u)=\lim _{t \rightarrow 0} \frac{F\left(u e^{t X}\right)-F(u)}{t}, \quad u \in \mathbb{B}, \quad F: \mathbb{B} \rightarrow \mathbb{R}
$$

and the map $X \rightarrow V_{X}(u)$ is an isomorphism from $\mathfrak{g}$ onto the set $\mathcal{V}_{u} \mathcal{O}(\mathbb{M})$.
A connection in $(\mathbb{B}, \mathbb{M}, \mathbb{G})$ is an assignment of a subspace $\mathcal{H}_{u_{0}} \mathbb{B}$ of $\mathrm{T}_{u_{0}} \mathbb{B}$ to each $u_{0} \in \mathbb{B}$ such that:
(1) $\mathrm{T}_{u_{0}} \mathbb{B}=\mathcal{H}_{u_{0}} \mathbb{B} \oplus \mathcal{V}_{u_{0}} \mathbb{B}$;
(2) $\mathcal{H}_{u_{0} g} \mathbb{B}=\left(\mathbf{R}_{g}\right)_{*} \mathcal{H}_{u_{0}} \mathbb{B}$, for every $u_{0} \in \mathbb{B}$ and $g \in \mathbb{G}$, where $\mathbf{R}_{g}$ is the transformation of $\mathbb{B}$ induced by $g \in \mathbb{G}, \mathbf{R}_{g} u_{0}=u_{0} g$;
(3) $\mathcal{H}_{u_{0} g} \mathbb{B}$ depends differentiably on $u_{0}$.

Given a connection in $(\mathbb{B}, \mathbb{M}, \mathbb{G})$ we define the connection form $\omega$ as the $\mathfrak{g}$ valued one-form on $\mathbb{B}$ such that:
(1) $\omega(X)=0$ if and only if $X \in \mathcal{H} \mathbb{B}$;
(2) $V_{\omega(X)}=X$ if and only if $X \in \mathcal{V} \mathbb{B}$.

We also define the curvature form $\Omega$ as the $\mathfrak{g}$ valued two-form on $\mathbb{B}$ such that:

$$
\mathbf{d} \omega+\omega \wedge \omega=\Omega
$$

As in the orthonormal frame bundle over a Riemannian manifold, we can define $d$ fundamental horizontal vector fields $H_{1}, \ldots, H_{d}$. Indeed, for every $u \in \mathbb{B}$, the canonical projection $\pi$ induces an isomorphism

$$
\pi_{*}: \mathcal{H}_{u} \mathbb{B} \rightarrow \mathrm{~T}_{\pi u} \mathbb{M}
$$

and for each $X \in \mathrm{~T}_{m} \mathbb{M}$ and $u_{0} \in \mathbb{B}$ at $m$, there is a unique horizontal vector $X^{*}$, the horizontal lift of $X$ from $u_{0}$ such that $\pi_{*} X^{*}=X$. Now, for each $x \in \mathbb{R}^{d}$ we can define a horizontal vector field $H_{x}$ by the property that at each point $u \in \mathbb{B}, H_{x}(u)$ is the horizontal lift of $u(x)$ from $u$. The fundamental horizontal vector fields are then given by $H_{i}=H_{e_{i}}$, where $\left(e_{1}, \ldots, e_{d}\right)$ is the canonical basis of $\mathbb{R}^{d}$. Observe that the differential system on $\mathbb{B}$ generated by the horizontal vector fields $H_{1}, \ldots, H_{d}$ is $\mathcal{H} \mathbb{B}$.

We define finally the fundamental horizontal diffusion on the bundle $(\mathbb{B}, \mathbb{M}, \mathbb{G})$ as the diffusion process on $\mathbb{B}$ with infinitesimal generator

$$
\begin{equation*}
\Delta_{\mathbb{B}}=\sum_{i=1}^{d} H_{i}^{2} \tag{3.5}
\end{equation*}
$$

The hypoellipticity property of $\Delta_{\mathbb{B}}$ is again related to the non-degenerence of the curvature form $\Omega$. Namely, for $u \in \mathbb{B}$, consider the map

$$
\Psi_{u}: \mathfrak{o}_{d}(\mathbb{R}) \rightarrow \mathfrak{g}
$$

defined by

$$
\Psi_{u}(M)=\sum_{1 \leq i<j \leq d} M_{i, j} \Omega\left(H_{i}, H_{j}\right)(u)
$$

Proposition 3.2 Let us assume that at $u \in \mathbb{B}, \Psi_{u}$ is surjective, then the operator $\Delta_{\mathbb{B}}$ satisfies the Hörmander's condition at $u$. More precisely, $\left(H_{i}(u),\left[H_{j}, H_{k}\right](u)\right)_{1 \leq i, j, k \leq d}$ generates $\mathrm{T}_{u} \mathbb{B}$.
Proof. It directly stems from the identity

$$
\left[H_{i}, H_{j}\right]=-V_{\Omega\left(H_{i}, H_{j}\right)}
$$

If $\Psi_{u}$ is always surjective then all the points are normal and we can moreover compute explicitly the nilpotentizations and the tangent spaces. Let $u \in \mathbb{B}$.

Consider on the linear space $\mathbb{R}^{d} \oplus \mathfrak{g}$ the polynomial group law given by

$$
(x, X) \star(y, Y)=\left(x+y, X+Y+\frac{1}{2} \Omega\left(\sum_{i=1}^{d} x_{i} H_{i}, \sum_{i=1}^{d} y_{i} H_{i}\right)(u)\right)
$$

Then, it is easily seen that $\left(\mathbb{R}^{d} \oplus \mathfrak{g}, \star\right)$ is a two-step Carnot group that we shall denote $\mathbb{G} \Omega_{u}$. Observe that from the assumption that $\Psi_{u}$ is always surjective, for every $u, v \in \mathbb{B}$, there exists a Carnot group isomorphism $\mathbb{G} \Omega_{u} \rightarrow \mathbb{G} \Omega_{v}$. In this setting, we easily prove:

Proposition 3.3 Let us assume that for every $u \in \mathbb{B}, \Psi_{u}$ is surjective. Then every point $u \in \mathbb{B}$ is normal and $\mathbf{G r}(\mathcal{H} \mathbb{B})(u)=\mathbb{G} \Omega_{u}$.

As an immediate corollary, we get
Corollary 3.5 Let us assume that for every $u \in \mathbb{B}, \Psi_{u}$ is surjective. Let $p_{t}, t>0$, denote the heat kernel of (3.5) with respect to any Lebesgue measure. We have,

$$
p_{t}(u, u) \sim_{t \rightarrow 0} \frac{C(u)}{t^{\frac{d}{2}+\operatorname{dim} \mathfrak{g}}}
$$

where $C(u)$ is a non negative constant.

### 3.5 Regular sublaplacians on compact manifolds

Let $\mathbb{M}$ be a connected compact smooth manifold. We consider on $\mathbb{M}$ a second order differential operator

$$
\mathcal{L}=\sum_{i=1}^{d} V_{i}^{2}
$$

which satisfies the strong Hörmander's condition. Let $\mathcal{D}$ denote the differential system generated by $V_{1}, \ldots, V_{d}$. We assume that there exists a Carnot group $\mathbb{G}$ such that for every $x \in \mathbb{M}$,

$$
\mathbf{G r}(\mathcal{D})(x)=\mathbb{G}
$$

If the previous assumptions are satisfied, then $\mathcal{L}$ shall be said to be regular. Since the manifold $\mathbb{M}$ is assumed to be compact, it is possible to develop a spectral theory for $\mathcal{L}$ which is similar to the spectral theory of elliptic operators. Let us hint this theory.

Let us denote $X$ the diffusion associated with $\mathcal{L}$. First, we are going to show that $X$ is Harris recurrent. That is, there is a Borel measure $m$ on $\mathbb{M}$ such that for every Borel set $A \subset \mathbb{M}$ :
(1) $m(A)>0$ implies that for any $x \in \mathbb{M}$, and $t>0$,

$$
\begin{equation*}
\mathbb{P}\left(\exists s>t, X_{s} \in A \mid X_{0}=x\right)=1 ; \tag{2}
\end{equation*}
$$

$$
\int_{\mathbb{M}} \mathbb{P}\left(X_{t} \in A \mid X_{0}=x\right) m(d x)=m(A), t>0
$$

For further details on Harris recurrent processes, we refer to [Revuz and Yor (1999)], pp. 425. Since $\mathbb{M}$ is compact, this recurrence property is a consequence of the following lemma:

Lemma 3.1 Let $\mathcal{O} \subset \mathbb{M}$ be a non empty, relatively compact, connected with smooth, non empty boundary, open set, then for any $x \in \mathbb{M}$, and $t>0$,

$$
\mathbb{P}\left(\exists s>t, X_{s} \in \mathcal{O} \mid X_{0}=x\right)=1
$$

Proof. Define

$$
\tau_{\mathcal{O}}=\inf \left\{t>0, X_{t} \in \mathcal{O}\right\}
$$

and

$$
h_{\mathcal{O}}(x)=\mathbb{P}\left(\tau_{\mathcal{O}}<+\infty \mid X_{0}=x\right), x \in \mathbb{M} .
$$

It is easy to see that

$$
\mathcal{L} h_{\mathcal{O}}=0
$$

on $\mathbb{M}-\mathcal{O}$. From the general theory of Markov processes, there are two possibilities: Either $h_{\mathcal{O}}=1$ on $\mathbb{M}$ and for any $x \in \mathbb{M}$, and $t>0$,

$$
\mathbb{P}\left(\exists s>t, X_{s} \in \mathcal{O} \mid X_{0}=x\right)=1
$$

or $0<h_{\mathcal{O}}<1$ on $\mathbb{M}-\mathcal{O}$. The Bony's strong maximal principle for hypoelliptic operators (see [Bony (1969)]), implies actually that the only possibility is $h=1$.

Therefore, the diffusion $X$ is ergodic, i.e. for any smooth function $f: \mathbb{M} \rightarrow$ $\mathbb{R}$ and any $x \in \mathbb{M}$,

$$
\lim _{t \rightarrow+\infty} \mathbb{E}\left(f\left(X_{t}\right) \mid X_{0}=x\right)=\int_{\mathbb{M}} f d m
$$

where $m$ is the invariant measure for $X$. Observe that $m$ is solution of the equation

$$
\mathcal{L}^{*} m=0
$$

so that, from Hörmander's theorem it admits a smooth density. An immediate corollary of the ergodicity of $X$ is the following Liouville's type theorem.

Corollary 3.6 Let $f: \mathbb{M} \rightarrow \mathbb{R}$ be a smooth function such that

$$
\mathcal{L} f=0,
$$

then $f$ is constant.
Proof. Indeed,

$$
\mathcal{L} f=0
$$

implies that for every $t \geq 0, x \in \mathbb{M}$,

$$
\mathbb{E}\left(f\left(X_{t}\right) \mid X_{0}=x\right)=f(x)
$$

Thus,

$$
f(x)=\lim _{t \rightarrow+\infty} \mathbb{E}\left(f\left(X_{t}\right) \mid X_{0}=x\right)=\int_{\mathbb{M}} f d m
$$

We shall now assume furthermore than $\mathcal{L}$ is self-adjoint with respect to $m$, i.e. for any smooth functions $f, g: \mathbb{M} \rightarrow \mathbb{R}$

$$
\int_{\mathbb{M}} g(\mathcal{L} f) d m=\int_{\mathbb{M}}(\mathcal{L} g) f d m .
$$

In that case, $e^{t \mathcal{L}}$ is a compact self-adjoint operator in $\mathbf{L}^{2}(\mathbb{M}, m)$. We deduce that $\mathcal{L}$ has a discrete spectrum tending to $-\infty$. We furthermore have a Minakshisundaram-Pleijel type expansion for the heat kernel $p_{t}$ associated with $\mathcal{L}$ :

$$
p_{t}(x, y)=\sum_{k=0}^{+\infty} e^{-\mu_{k} t}\left(\sum_{i=1}^{N_{k}} \varphi_{i}^{k}(x) \varphi_{i}^{k}(y)\right)
$$

where:
(1) $\left\{-\mu_{k}\right\}$ is the set of eigenvalues of $\mathcal{L}$;
(2) $N_{k}=\operatorname{dim} \mathcal{V}\left(\mu_{k}\right)=\operatorname{dim}\left\{f \mid \mathcal{L} f=-\mu_{k} f\right\}$;
(3) $\left(\varphi_{i}^{k}\right)$ is an orthonormal basis of $\mathcal{V}\left(\mu_{k}\right)$ for the global scalar product

$$
\langle\varphi, \psi\rangle=\int_{\mathbb{M}} \varphi \psi d m .
$$

Let us denote $\mathbf{S p}(\mathcal{L})$ the set of eigenvalues of $\mathcal{L}$ repeated according to multiplicity.

Theorem 3.10 For $\lambda>0$, let

$$
\mathbf{N}(\lambda)=\mathbf{C a r d}(\mathbf{S p}(\mathcal{L}) \cap[-\lambda, 0])
$$

We have

$$
\mathbf{N}(\lambda) \sim_{\lambda \rightarrow+\infty} C(\mathcal{L}, \mathbb{M}) \lambda^{\frac{D}{2}}
$$

where $C(\mathcal{L}, \mathbb{M})$ is a non negative constant and $D$ the Hausdorff dimension of $\mathbb{G}$.

Proof. The asymptotic development of the heat semigroup $e^{t \mathcal{L}}$ on the diagonal leads to

$$
\operatorname{Tr}\left(e^{t \mathcal{L}}\right)=\int_{\mathbb{M}} p_{t}(x, x) d m(x) \sim_{t \rightarrow 0} \frac{K}{t^{\frac{D}{2}}}
$$

where $K$ is a non negative constant. On the other hand,

$$
\operatorname{Tr}\left(e^{t \mathcal{L}}\right)=\sum_{k=0}^{+\infty} N_{k} e^{-\mu_{k} t}
$$

Therefore,

$$
\sum_{k=0}^{+\infty} N_{k} e^{-\mu_{k} t} \sim_{t \rightarrow 0} \frac{K}{t^{\frac{D}{2}}}
$$

The result follows then from the following Karamata's theorem: if $\mu$ is a Borel measure on $[0, \infty), \alpha \in(0,+\infty)$, then

$$
\int_{0}^{+\infty} e^{-t \lambda} d \mu(\lambda) \sim_{t \rightarrow 0} \frac{1}{t^{\alpha}}
$$

implies

$$
\int_{0}^{x} d \mu(\lambda) \sim_{x \rightarrow+\infty} \frac{x^{\alpha}}{\Gamma(1+\alpha)}
$$

Remark 3.14 We believe that the constant $C(\mathcal{L}, \mathbb{M})$ is an interesting invariant of the sub-Riemannian geometry that $\mathcal{L}$ induces on $\mathbb{M}$ (recall that in the Riemannian case, it is simply, up to scale, the Riemannian volume of the manifold). For instance, it would be interesting to know if $C(\mathcal{L}, \mathbb{M})$ is the Hausdorff measure of $\mathbb{M}$.

To conclude this section, this is maybe interesting to study carefully an example. Let us consider the Lie group $\mathbf{S U}(2)$. As already observed, a basis of $\mathfrak{s u}(2)$ is formed by

$$
V_{1}=\frac{1}{2}\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right), \quad V_{2}=\frac{1}{2}\left(\begin{array}{cc}
0 & 1 \\
-1 & -0
\end{array}\right), \quad V_{3}=\frac{1}{2}\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right),
$$

and the commutation relations hold

$$
\begin{equation*}
\left[V_{1}, V_{2}\right]=V_{3},\left[V_{2}, V_{3}\right]=V_{1},\left[V_{3}, V_{1}\right]=V_{2} \tag{3.6}
\end{equation*}
$$

We want to study the regular sub-Laplacian

$$
\mathcal{L}=V_{2}^{2}+V_{3}^{2} .
$$

Actually, we shall study the following family of operators defined for $\varepsilon \in$ $[0,1]$,

$$
\mathcal{L}^{\varepsilon}=\varepsilon V_{1}^{2}+V_{2}^{2}+V_{3}^{2} .
$$

Observe that each $\mathcal{L}^{\varepsilon}$ is self-adjoint with respect to the normalized Haar measure of $\mathbf{S U}(2)$. For $\varepsilon>0, \mathcal{L}^{\varepsilon}$ is elliptic so that

$$
\operatorname{Card}\left(\mathbf{S p}\left(\mathcal{L}^{\varepsilon}\right) \cap[-\lambda, 0]\right) \sim_{\lambda \rightarrow+\infty} C_{\varepsilon} \lambda^{\frac{3}{2}},
$$

whereas

$$
\operatorname{Card}(\mathbf{S p}(\mathcal{L}) \cap[-\lambda, 0]) \sim_{\lambda \rightarrow+\infty} C \lambda^{2}
$$

Therefore, it is interesting to understand the spectrum when $\varepsilon \rightarrow 0$.
Proposition 3.4 Let $\varepsilon \in[0,1)$. The set of eigenvalues of $\mathcal{L}^{\varepsilon}$ is the set

$$
\left\{-\lambda_{n, m}^{\varepsilon}, \quad n \in \mathbb{N}, 0 \leq m \leq n\right\}
$$

where

$$
\lambda_{n, m}^{\varepsilon}=\varepsilon \frac{n^{2}}{4}+\frac{n}{2}-(1-\varepsilon) m^{2}+(1-\varepsilon) m n
$$

Moreover, the multiplicity of $\lambda_{n, m}^{\varepsilon}$ is equal to $n+1$.

Proof. We use the theory of representations of $\mathbf{S U}(2)$; for a detailed account on it, we refer to Taylor [Taylor (1986)], Chapter 2. Let $\varepsilon \in[0,1)$. Thanks to the relations (3.6), note that $\mathcal{L}^{\varepsilon}$ commutes with $\mathcal{L}^{1}=V_{1}^{2}+$ $V_{2}^{2}+V_{3}^{2}$. Therefore $\mathcal{L}^{\varepsilon}$ acts on each eigenspace of $\mathcal{L}^{1}$. We can examine the spectrum of $\mathcal{L}^{\varepsilon}$ by decomposing $\mathbf{L}^{2}(\mathbf{S U}(2))$ into eigenspaces of $\mathcal{L}^{1}$, which is equivalent to decomposing it into subspaces irreducible for the regular action of $\mathbf{S U}(2) \times \mathbf{S U}(2)$ given by

$$
((g, h) \cdot f)(x)=f\left(g^{-1} x h\right), f \in \mathbf{L}^{2}(\mathbf{S U}(2)), g, h, x \in \mathbf{S U}(2)
$$

Now, it is known (see for instance Taylor [Taylor (1986)]) that, up to equivalence, for every $k \in \mathbb{N}$, there exists one and only one irreducible representation $\pi_{k}: \mathbf{S U}(2) \rightarrow \mathbb{C}^{k+1}$. Thus, by the Peter-Weyl theorem, the irreducible spaces of $\mathbf{L}^{2}(\mathbf{S U}(2))$ for the regular action are precisely the spaces of the form

$$
\mathcal{V}_{k}=\operatorname{span}\left\{\pi_{k}^{i, j}, 1 \leq i, j \leq k+1\right\}
$$

where $\pi_{k}^{i, j}$ denotes the components of the representation $\pi^{k}$ in a chosen orthonormal basis of $\mathbb{C}^{k+1}$. Observe now that each space $\mathcal{V}_{k}$ is an eigenspace of $\mathcal{L}^{1}$. The associated eigenvalue is $-\frac{k(k+2)}{4}$. If we consider now the left regular representation

$$
(g \cdot f)(x)=f\left(g^{-1} x\right), f \in \mathbf{L}^{2}(\mathbf{S U}(2)), g, x \in \mathbf{S U}(2)
$$

then $\mathcal{V}_{k}$ is a direct sum of $k+1$ irreducible representations of $\mathbf{S U}(2)$, each equivalent to $\pi_{k}$ :

$$
\mathcal{V}_{k}=\bigoplus_{l=1}^{k+1} \mathcal{V}_{k, l}
$$

where $\mathcal{V}_{k, l}=\operatorname{span}\left\{\pi_{k}^{i, l}, 1 \leq i \leq k+1\right\}$. Each $\mathcal{V}_{k, l}$ splits into onedimensional eigenspaces for $V_{1}$ :

$$
\mathcal{V}_{k, l}=\bigoplus_{\mu} \mathcal{V}_{k, l, \mu}
$$

where

$$
\mu \in\left\{-\frac{k}{2},-\frac{k}{2}+1, \ldots, \frac{k}{2}\right\}
$$

and

$$
V_{1}=i \mu \text { on } \mathcal{V}_{k, l, \mu}
$$

Since $\mathcal{L}^{\varepsilon}=\mathcal{L}^{1}-(1-\varepsilon) V_{1}^{2}$, we have

$$
\mathcal{L}^{\varepsilon}=-\left(\frac{k(k+2)}{4}-(1-\varepsilon) \mu^{2}\right),
$$

on $\mathcal{V}_{k, l, \mu}$.
From this, we deduce immediately:

$$
\operatorname{Card}\left(\mathbf{S p}\left(\mathcal{L}^{\varepsilon}\right) \cap[-\lambda, 0]\right) \sim_{\lambda \rightarrow+\infty} \frac{8}{3} \sqrt{\varepsilon} \lambda^{\frac{3}{2}}
$$

whereas

$$
\operatorname{Card}(\mathbf{S p}(\mathcal{L}) \cap[-\lambda, 0]) \sim_{\lambda \rightarrow+\infty} 2 \lambda^{2} .
$$

### 3.6 Stochastic differential equations driven by loops

On the free Carnot group $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$, consider the fundamental process $\left(B_{t}^{*}\right)_{t \geq 0}$ defined as the solution of the stochastic differential equation

$$
B_{t}^{*}=\sum_{i=1}^{d} \int_{0}^{t} D_{i}\left(B_{s}^{*}\right) \circ d B_{s}^{i}, t \geq 0 .
$$

That is, $\left(B_{t}^{*}\right)_{t \geq 0}$ is the lift in $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$ of the Brownian motion $\left(B_{t}\right)_{t \geq 0}$. More generally, if $\left(M_{t}\right)_{t \geq 0}$ is a $\mathbb{R}^{d}$-valued semimartingale, we shall denote $\left(M_{t}^{*}\right)_{t \geq 0}$ the lift of $\left(M_{t}\right)_{t \geq 0}$ in $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$.

Let us denote $p_{t}(x, y), t>0$, the smooth transition kernel with respect to the Lebesgue measure of $\left(B_{t}^{*}\right)_{t>0}$. Let us recall (see Appendix A) that it is defined by the property that

$$
\mathbb{P}\left(B_{t+s}^{*} \in d y \mid B_{s}^{*}=x\right)=p_{t}(x, y) d y,
$$

for any $t, s>0$ and $x, y \in \mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$. From a partial differential equations point of view, it is also the fundamental solution of the equation

$$
\frac{\partial p}{\partial t}=\frac{1}{2}\left(\sum_{i=1}^{d} D_{i}^{2}\right) p .
$$

In this first proposition we construct the $N$-step Brownian loop. This process is the Brownian motion $\left(B_{t}\right)_{t \geq 0}$ conditioned by $B_{T}^{*}=0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}$.

Proposition 3.5 Let $T>0$. There exists a unique $\mathbb{R}^{d}$-valued continuous process $\left(P_{t, T}^{N}\right)_{0 \leq t \leq T}$ such that

$$
\begin{equation*}
P_{t, T}^{N, i}=B_{t}^{i}+\int_{0}^{t} D_{i} \ln p_{T-s}\left(P_{s, T}^{N, *}, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right) d s, \quad t<T, \quad i=1, \ldots, d \tag{3.7}
\end{equation*}
$$

It enjoys the following properties:
(1) $P_{T, T}^{N, *}=0_{G_{N}\left(\mathbb{R}^{d}\right)}$, almost surely;
(2) for any predictable and bounded functional $F$,

$$
\mathbb{E}\left(F\left(\left(B_{t}\right)_{0 \leq t \leq T}\right) \mid B_{T}^{*}=0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right)=\mathbb{E}\left(F\left(\left(P_{t, T}^{N}\right)_{0 \leq t \leq T}\right)\right) ;
$$

(3) $\left(P_{t, T}^{N}\right)_{0 \leq t \leq T}$ is a semimartingale up to time $T$.

Proof. Let us consider the Wiener space of continuous paths:

$$
\left(\mathcal{C}\left([0, T], \mathbb{R}^{d}\right),\left(\mathcal{X}_{t}\right)_{0 \leq t \leq T}, \mathcal{X}_{T}, \mathbb{P}\right)
$$

where:
(1) $\mathcal{C}\left([0, T], \mathbb{R}^{d}\right)$ is the space of continuous functions $[0, T] \rightarrow \mathbb{R}^{d}$;
(2) $\left(X_{t}\right)_{t \geq 0}$ is the coordinate process defined by $X_{t}(f)=f(t), f \in$ $\mathcal{C}\left([0, \bar{T}], \mathbb{R}^{d}\right) ;$
(3) $\mathbb{P}$ is the Wiener measure on $[0, T]$, that is the law of a $d$-dimensional standard Brownian motion indexed by the time interval $[0, T]$;
(4) $\left(\mathcal{B}_{t}\right)_{0 \leq t \leq T}$ is the ( $\mathbb{P}$-completed) natural filtration of $\left(B_{t}\right)_{0 \leq t \leq T}$.

Let $\mathbb{Q}$ denote the probability measure on $\mathcal{X}_{T}$ that is the law of the process $\left(B_{t}\right)_{t \geq 0}$ conditioned by $B_{T}^{*}=0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}$. Of course, $\mathbb{Q}$ is not equivalent to the Wiener measure $\mathbb{P}$ on $\mathcal{X}_{T}$, but the following equivalence relations take place

$$
\begin{equation*}
d \mathbb{Q} / \mathcal{X}_{t}=\frac{p_{T-t}\left(X_{t}^{*}, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right)}{p_{T}\left(0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right)} d \mathbb{Q} / \mathcal{X}_{t}, \quad t<T . \tag{3.8}
\end{equation*}
$$

Therefore from Girsanov's theorem (see Appendix A), under the probability $\mathbb{Q}$, the process

$$
X_{t}^{i}-\int_{0}^{t} D_{i} \ln p_{T-s}\left(X_{s}^{*}, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right) d s, \quad t<T, \quad i=1, \ldots, d
$$

is a standard Brownian motion. It means that the law of the process $\left(P_{t, T}^{N}\right)_{0 \leq t<T}$ that solves equation (3.7) is exactly $\mathbb{Q}$. The properties (1) and (2) follow readily.

Let us now prove the semimartingale property up to time $T$. In the elliptic case [Bismut (1984a)] deals with the end point singularity of the Brownian bridge on a Riemannian manifold by proving an estimate of the logarithmic derivatives of the elliptic heat kernel. Unfortunately, such an estimate does not seem to be known in the hypoelliptic case, so that we have to deal by hands with the end point singularity of our equation. To prove that $\left(P_{t, T}^{N, *}\right)_{0 \leq t \leq T}$ is a semimartingale up to time $T$, we need to show that for any $1 \leq i \leq d$,

$$
\int_{0}^{T}\left|D_{i} \ln p_{T-s}\left(P_{s, T}^{N, *}, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right)\right| d s<+\infty
$$

with probability 1. To prove this, it is actually enough to check that

$$
\mathbb{E}\left(\int_{\frac{T}{2}}^{T}\left|D_{i} \ln p_{T-s}\left(P_{s, T}^{N, *}, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right)\right| d s\right)<+\infty
$$

Since the processes $\left(P_{T-t, T}^{N, *}\right)_{0<t \leq T}$ and $\left(P_{t, T}^{N, *}\right)_{0 \leq t<T}$ have the same law (they have the same finite dimensional distributions), we have

$$
\begin{aligned}
& \mathbb{E}\left(\int_{\frac{T}{2}}^{T}\left|D_{i} \ln p_{T-s}\left(P_{s, T}^{N, *}, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right)\right| d s\right) \\
= & \mathbb{E}\left(\int_{0}^{\frac{T}{2}}\left|D_{i} \ln p_{s}\left(P_{s, T}^{N, *}, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right)\right| d s\right) .
\end{aligned}
$$

Using now (3.8), we get

$$
\begin{aligned}
& \mathbb{E}\left(\int_{\frac{T}{2}}^{T}\left|D_{i} \ln p_{T-s}\left(P_{s, T}^{N, *}, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right)\right| d s\right) \\
= & \mathbb{E}\left(\int_{0}^{\frac{T}{2}}\left|D_{i} \ln p_{s}\left(B_{s}^{*}, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right)\right| d s \frac{p_{\frac{T}{2}}\left(B_{\frac{T}{2}}^{*}, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right)}{p_{T}\left(0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right)}\right) .
\end{aligned}
$$

Therefore, from the Proposition 2.4 of Chapter 2, it remains then to check that

$$
\mathbb{E}\left(\int_{0}^{\frac{T}{2}}\left|D_{i} \ln p_{s}\left(B_{s}^{*}, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right)\right| d s\right)<+\infty
$$

We claim now that

$$
\mathbb{E}\left(\left|D_{i} \ln p_{s}\left(B_{s}^{*}, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right)\right|\right) \leq \frac{1}{s} \mathbb{E}\left(\left|B_{s}^{i}\right|\right)
$$

Indeed, an integration by parts formula proved in [Driver and Thalmaier (2001)] (see also [Elworthy and Li (1994)]) says that for any bounded measurable function $f$,

$$
\mathbb{E}\left(f\left(B_{s}^{*}\right)\left(D_{i} \ln p_{s}\left(B_{s}^{*}, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right)\right)\right)=-\frac{1}{s} \mathbb{E}\left(f\left(B_{s}^{*}\right) B_{s}^{i}\right)
$$

And the above inequality is proved by taking for the sign function of $D_{i} \ln p_{s}\left(x, 0_{\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}\right)$.

Therefore,

$$
\mathbb{E}\left(\int_{0}^{\frac{T}{2}}\left|D_{i} \ln p_{s}\left(B_{s}^{*}, 0\right)\right| d s\right) \leq \int_{0}^{\frac{T}{2}} \frac{1}{s} \mathbb{E}\left(\left|B_{s}^{i}\right|\right) d s \leq C \int_{0}^{\frac{T}{2}} \frac{d s}{\sqrt{s}}<+\infty
$$

which concludes the proof.
Definition 3.9 The process $\left(P_{t, T}^{N}\right)_{0 \leq t \leq T}$ shall be called the Brownian loop of depth $N$.

Example 3.13 The process $\left(P_{t, T}^{1}\right)_{0 \leq t \leq T}$ is simply the $d$-dimensional Brownian bridge from 0 to 0 with length $T$, that is the solution of the stochastic differential equation

$$
P_{t, T}^{1}=B_{t}-\int_{0}^{t} \frac{P_{s, T}^{1}}{T-s} d s
$$

Observe that this equation can be explicitly solved and leads to the following expression

$$
P_{t, T}^{1}=(T-t) \int_{0}^{t} \frac{d B_{s}}{T-s}
$$

Example 3.14 The process $\left(P_{t, T}^{2}\right)_{0 \leq t \leq T}$ is the $d$-dimensional standard Brownian motion $\left(B_{t}\right)_{0 \leq t \leq T}$ conditioned by

$$
\left(B_{T}, \frac{1}{2}\left(\int_{0}^{T} B_{s}^{i} \circ d B_{s}^{j}-B_{s}^{j} \circ d B_{s}^{i}\right)_{1 \leq i, j \leq d}\right)=0 .
$$

Remark 3.15 Notice that in law,

$$
\begin{equation*}
\left(P_{t, T}^{N}\right)_{0 \leq t \leq T}=\left(\sqrt{T} P_{\frac{t}{T}, 1}^{N}\right)_{0 \leq t \leq T} . \tag{3.9}
\end{equation*}
$$

Consider now on $\mathbb{R}^{n}$ stochastic differential equations of the type

$$
\begin{equation*}
X_{t}=x_{0}+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(X_{s}\right) \circ d P_{s, T}^{i, N}, t \leq T \tag{3.10}
\end{equation*}
$$

where:
(1) $x_{0} \in \mathbb{R}^{n}$;
(2) $V_{1}, \ldots, V_{d}$ are $C^{\infty}$ bounded vector fields on $\mathbb{R}^{n}$;
(3) $\left(P_{t, T}^{1, N}, \ldots, P_{t, T}^{d, N}\right)_{0 \leq t \leq T}$ is a $d$-dimensional $N$-step Brownian loop from 0 to 0 with length $T>0$.

As we already did, we denote by $\mathfrak{L}$ the Lie algebra generated by the vector fields $V_{i}$ 's and for $p \geq 2$, by $\mathfrak{L}^{p}$ the Lie subalgebra defined by

$$
\mathfrak{L}^{p}=\left\{[X, Y], X \in \mathfrak{L}^{p-1}, Y \in \mathfrak{L}\right\}
$$

Moreover if $\mathfrak{a}$ is a subset of $\mathfrak{L}$, we denote

$$
\mathfrak{a}(x)=\{V(x), V \in \mathfrak{a}\}, x \in \mathbb{R}^{n} .
$$

Proposition 3.6 For every $x_{0} \in \mathbb{R}^{n}$, there is a unique solution $\left(X_{t}^{x_{0}}\right)_{0 \leq t \leq T}$ to (3.10). Moreover there exists a stochastic flow $\left(\Phi_{t}, 0 \leq\right.$ $t \leq T$ ) of smooth diffeomorphisms $\mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ associated to the equations (3.10).

Proof. We refer to the book [Kunita (1990)], where the questions of existence and uniqueness of a smooth flow for stochastic differential equations driven by general continuous semimartingales are treated (cf. Theorem 3.4.1. p. 101 and Theorem 4.6.5. p. 173).

We consider now the following family of operators $\left(\mathcal{H}_{T}^{N}\right)_{T \geq 0}$ defined on the space of compactly supported smooth functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by

$$
\left(\mathcal{H}_{T}^{N} f\right)(x)=\mathbb{E}\left(f\left(X_{T}^{x}\right)\right), x \in \mathbb{R}^{n}
$$

The operator $\mathcal{H}_{T}^{N}$ shall be called the depth $N$ holonomy operator.
Remark 3.16 Of course, the operator $\mathcal{H}_{T}^{N}$ does not satisfy a semi-group property.

Theorem 3.11 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a smooth, compactly supported function. In $\mathbf{L}^{2}$,

$$
\lim _{T \rightarrow 0} \frac{\mathcal{H}_{T}^{N} f-f}{T^{N+1}}=\Delta_{N} f
$$

where $\Delta_{N}$ is a second order differential operator. It can be written

$$
\Delta_{N}=\sum_{i=1}^{m} Q_{i}^{2}
$$

where:
(1)

$$
m=\frac{1}{N+1} \sum_{k \mid N+1} \mu(k) d^{\frac{N+1}{k}}
$$

(2) $Q_{i} \in \mathfrak{L}^{N+1}$ is a universal Lie polynomial in $V_{1}, \ldots, V_{d}$ which is homogeneous of degree $N+1$.

Proof. Before we start the proof, let us precise some notations we already used. If $I=\left(i_{1}, \ldots, i_{k}\right) \in\{1, \ldots, d\}^{k}$ is a word, we denote $|I|=k$ its length and by $V_{I}$ the commutator defined by

$$
V_{I}=\left[V_{i_{1}},\left[V_{i_{2}}, \ldots,\left[V_{i_{k-1}}, V_{i_{k}}\right] \ldots\right] .\right.
$$

The group of permutations of the index set $\{1, \ldots, k\}$ is denoted $\mathfrak{S}_{k}$. If $\sigma \in \mathfrak{S}_{k}$, we denote $e(\sigma)$ the cardinality of the set

$$
\{j \in\{1, \ldots, k-1\}, \sigma(j)>\sigma(j+1)\}
$$

Finally, we denote

$$
\Lambda_{I}\left(P_{., T}^{N}\right)_{t}=\sum_{\sigma \in \mathfrak{S}_{k}} \frac{(-1)^{e(\sigma)}}{k^{2}\binom{k-1}{e(\sigma)}} \int_{0 \leq t_{1} \leq \ldots \leq t_{k} \leq t} \circ d P_{t_{1}, T}^{N, \sigma^{-1} i_{1}} \circ \ldots \circ d P_{t_{k}, T}^{N, \sigma^{-1} i_{k}}
$$

Due to the scaling property

$$
\left(P_{t, T}^{N}\right)_{0 \leq t \leq T}=\left(\sqrt{T} P_{\frac{t}{T}, 1}^{N}\right)_{0 \leq t \leq T}
$$

we can closely follow the proof of Theorem 2.6, Chapter 2, to obtain the following asymptotic development of $f\left(X_{T}^{x}\right)$ :

$$
\begin{aligned}
f\left(X_{T}^{x}\right)= & \left(\exp \left(\sum_{k=1}^{2 N+2} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}\left(P_{., T}^{N}\right)_{T} V_{I}\right) f\right)(x) \\
& +T^{\frac{2 N+3}{2}} \mathbf{R}_{2 N+3}(T, f, x),
\end{aligned}
$$

where the remainder is bounded in probability when $T \rightarrow 0$. By definition of $\left(P_{t, T}^{N}\right)_{0 \leq t \leq T}$, we actually have

$$
\sum_{k=1}^{2 N+2} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}\left(P_{., T}^{N}\right)_{T} V_{I}=\sum_{k=N+1}^{2 N+2} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}\left(P_{., T}^{N}\right)_{T} V_{I},
$$

so that

$$
\begin{aligned}
f\left(X_{T}^{x}\right)= & \left(\exp \left(\sum_{k=N+1}^{2 N+2} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}\left(P_{., T}^{N}\right)_{T} V_{I}\right) f\right)(x) \\
& +T^{\frac{2 N+3}{2}} \mathbf{R}_{2 N+3}(T, f, x)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\mathcal{H}_{T}^{N} f(x)= & \mathbb{E}\left(\left(\exp \left(\sum_{k=N+1}^{2 N+2} \sum_{I=\left(i_{1}, \ldots, i_{k}\right)} \Lambda_{I}\left(P_{,, T}^{N}\right)_{T} V_{I}\right) f\right)(x)\right) \\
& +T^{\frac{2 N+3}{2}} \tilde{\mathbf{R}}_{2 N+3}(T, f, x),
\end{aligned}
$$

where

$$
\tilde{\mathbf{R}}_{2 N+1}(T, f, x)=\mathbb{E}\left(\mathbf{R}_{2 N+1}(T, f, x)\right)
$$

Since, by symmetry, we always have

$$
\mathbb{E}\left(\Lambda_{I}\left(P_{., T}^{N}\right)_{T}\right)=0
$$

we have to go at the order 2 in the asymptotic development of the exponential when $T \rightarrow 0$. By neglecting the terms which have order more than $T^{\frac{2 N+3}{2}}$, we obtain

$$
\begin{aligned}
\mathcal{H}_{T}^{N} f(x)= & f(x)+\sum_{I, J} \frac{1}{2} \mathbb{E}\left(\Lambda_{I}\left(P_{., T}^{N}\right)_{T} \Lambda_{J}\left(P_{., T}^{N}\right)_{T}\right)\left(V_{I} V_{J} f\right)(x) \\
& +T^{\frac{2 N+3}{2}} \mathbf{R}_{2 N+3}^{*}(T, f, x)
\end{aligned}
$$

where the remainder term $\mathbf{R}_{2 N+3}^{*}(T, f, x)$ is bounded in $\mathbf{L}^{2}$ when $T \rightarrow 0$. Notice now that, since $\left(P_{t, T}^{i, N}\right)_{0 \leq t \leq T}={ }^{l a w}\left(-P_{t, T}^{i, N}\right)_{0 \leq t \leq T}$, we have

$$
\mathbb{E}\left(\Lambda_{I}\left(P_{., T}^{N}\right)_{T} \Lambda_{J}\left(P_{., T}^{N}\right)_{T}\right)=0
$$

as soon as $I \neq J$. Therefore

$$
\begin{aligned}
\mathcal{H}_{T}^{N} f(x)= & f(x)+\sum_{I=\left(i_{1}, \ldots, i_{N+1}\right)} \frac{1}{2} \mathbb{E}\left(\Lambda_{I}\left(P_{., T}^{N}\right)_{T}^{2}\right)\left(V_{I}^{2} f\right)(x) \\
& +T^{\frac{2 N+3}{2}} \mathbf{R}_{2 N+3}^{*}(T, f, x)
\end{aligned}
$$

which leads to the expected result.

Example 3.15 We have

$$
\Delta_{0}=\frac{1}{2} \sum_{i=1}^{d} V_{i}^{2}
$$

and,

$$
\Delta_{1}=C \sum_{1 \leq i<j \leq d}\left[V_{i}, V_{j}\right]^{2},
$$

where $C$ is a non negative constant.
Remark 3.17 If $\mathfrak{L}^{N+1}=0$ then $\Delta_{N+1}=0$ and if at some $x \in \mathbb{R}^{n}$, $\mathfrak{L}^{N+1}(x)=\mathbb{R}^{n}$, then $\Delta_{N+1}$ satisfies the Hörmander's condition at $x$.

Remark 3.18 The convergence

$$
\frac{\mathcal{H}_{T}^{N+1}-I d}{T^{N+1}} \rightarrow_{T \rightarrow 0} \Delta_{N+1}
$$

also holds in $\mathbf{L}^{p}, p \geq 1$.
Theorem 3.12 Assume that $\mathfrak{L}^{N+1}=0$, then for any solution $\left(X_{t}^{x_{0}}\right)_{0 \leq t \leq T}$ of (3.10) we have almost surely $X_{T}^{x_{0}}=x_{0}$. On the other hand, assume that $\mathfrak{L}^{N+1}\left(x_{0}\right)=\mathbb{R}^{n}$, then for the solution $\left(X_{t}^{x_{0}}\right)_{0 \leq t \leq T}$ of (3.10) the random variable $X_{T}^{x_{0}}$ has a smooth density with respect to the Lebesgue measure of $\mathbb{R}^{n}$.

Proof. Assume that $\mathfrak{L}^{N+1}=0$, then a similar argument as those given in the proof of Theorem 2.5 in Chapter 2, there exists a smooth map

$$
F: \mathbb{R}^{n} \times \mathbb{G}_{N}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{n}
$$

such that, for $x_{0} \in \mathbb{R}^{n}$, the solution $\left(X_{t}^{x_{0}}\right)_{0 \leq t \leq T}$ of the SDE (3.10) can be written

$$
X_{t}^{x_{0}}=F\left(x_{0}, Q_{t, T}^{N}\right)
$$

which implies immediately the expected result.
Assume now that $\mathfrak{L}^{N+1}\left(x_{0}\right)=\mathbb{R}^{n}$. Let us consider the solution $\left(Z_{t}\right)_{t \geq 0}$ of the following stochastic differential equation:

$$
Z_{t}=x_{0}+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(Z_{s}\right) \circ d B_{s}^{i}, t \geq 0
$$

where $\left(B_{t}^{1}, \ldots, B_{t}^{d}\right)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion. From theorem 3.3, the random variable

$$
\left(Z_{T}, B_{T}^{*}\right)
$$

has a smooth density with respect to any Lebesgue measure on $\mathbb{R}^{n} \times$ $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$. It implies the existence of a smooth function $p: \mathbb{R}^{n} \rightarrow \mathbb{R}$ such that for every bounded measurable function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$

$$
\mathbb{E}\left(f\left(Z_{T}\right) \mid B_{T}^{*}=0\right)=\int_{\mathbb{R}^{n}} f(y) p(y) d y
$$

Now, since in law the process $\left(P_{t, T}^{N}\right)_{0 \leq t \leq T}$, is identical to the Brownian motion $\left(B_{t}\right)_{0 \leq t \leq T}$ conditioned by $B_{T}^{*}=0$, the function $p$ is actually exactly the density of the random variable $X_{T}^{x_{0}}$ where $\left(X_{t}^{x_{0}}\right)_{0 \leq t \leq T}$ is the solution of (3.10) with initial condition $x_{0}$.

Remark 3.19 In the case $N=1$, we can give another proof of the existence of a density under the assumption $\mathfrak{L}^{2}\left(x_{0}\right)=\mathbb{R}^{n}$. Indeed, let us recall that

$$
P_{t, T}^{1}=(T-t) \int_{0}^{t} \frac{d B_{s}}{T-s}, t<T, \text { and } P_{T, T}=0
$$

Using this formula, it is not difficult to prove that if $\left(X_{t}\right)_{0 \leq t \leq T}$ is a solution of (3.10), then $X_{T} \in \mathbb{D}^{\infty}$ (see Appendix A, the section about Malliavin calculus for the definition of this space). Moreover, a direct computation shows that for any $0 \leq s \leq T$,

$$
\mathbf{D}_{s} X_{T}=\mathbf{J}_{0 \rightarrow T}\left(\mathbf{J}_{0 \rightarrow s}^{-1} \sigma\left(X_{s}\right)-\frac{1}{T-s} \int_{s}^{T} \mathbf{J}_{0 \rightarrow u}^{-1} \sigma\left(X_{u}\right) d u\right)
$$

where $\left(\mathbf{J}_{0 \rightarrow t}\right)_{0 \leq t \leq T}$ is the first variation process defined by

$$
\mathbf{J}_{0 \rightarrow t}=\frac{\partial \Phi_{t}}{\partial x}
$$

and $\sigma$ the $n \times d$ matrix field $\sigma=\left(V_{1}, \ldots, V_{d}\right)$. From this, we can deduce that the Malliavin matrix of $X_{T}$ must be invertible. Indeed, if not, we could find a non zero vector $h \in \mathbb{R}^{d}$ such that $\mathbf{D}_{s} X_{T} \cdot h=0$ for $0 \leq s \leq T$, this leads to the conclusion that $\left(\mathbf{J}_{0 \rightarrow s}^{-1} \sigma\left(X_{s}\right) \cdot h\right)_{0 \leq s \leq T}$ must be constant. An iterative application of Itô's formula, as performed in the proof of Hörmander's theorem given at the beginning of the chapter, shows then that $h$ must be orthogonal to $\mathfrak{L}^{2}\left(x_{0}\right)$ which leads to the expected contradiction. Thus, $X_{T}$ admits a density with respect to the Lebesgue measure.

Remark 3.20 In general, the only condition $\mathfrak{L}^{N+1}\left(x_{0}\right)=0$ is not enough to conclude that for the solution $\left(X_{t}^{x_{0}}\right)_{0 \leq t \leq T}$ of (3.10) we have almost surely $X_{T}^{x_{0}}=x_{0}$. For instance for $N=2$, consider in dimension 2,

$$
V_{1}=\binom{1}{0}, \text { and } V_{2}=\binom{0}{f(x)}
$$

where $f$ is a smooth function whose Taylor development at 0 is 0 (e.g. $f(x)=e^{-\frac{1}{x^{2}}} \mathbf{1}_{x>0}$ ). Nevertheless, if the vector fields $V_{i}$ 's are assumed to be analytic, it is true that $\mathfrak{L}^{N+1}\left(x_{0}\right)=0$ implies that almost surely $X_{T}^{x_{0}}=x_{0}$.

In the case of the existence of a density for $X_{T}^{x_{0}}$, we can moreover give an equivalent of this density when the length of the loop tends to 0 . To this end, let us precise some notations.

We set for $x \in \mathbb{R}^{n}$ and $k \geq N$,

$$
\mathcal{U}_{k}(x)=\operatorname{span}\left\{V_{I}, N \leq|I| \leq k\right\}
$$

In the case where $\mathfrak{L}^{N+1}(x)=\mathbb{R}^{n}$, if $k$ is big enough then $\mathcal{U}_{k}(x)=\mathbb{R}^{n}$. We denote $d(x)$ the smallest integer $k \geq N+1$ for which this equality holds and define the graded dimension

$$
\operatorname{dim}_{\mathcal{H}} \mathfrak{L}^{N+1}(x):=\sum_{k=N+1}^{d(x)} k\left(\operatorname{dim} \mathcal{U}_{k}(x)-\operatorname{dim} \mathcal{U}_{k-1}(x)\right) .
$$

Theorem 3.13 Assume that for any $x \in \mathbb{R}^{n}$, $\mathfrak{L}^{N+1}(x)=\mathbb{R}^{n}$. Let us denote $p_{T}(x)$ the density of $X_{T}^{x}$ with respect to the Lebesgue measure. We have

$$
p_{T}(x) \sim_{T \rightarrow 0} \frac{m(x)}{T^{\frac{\operatorname{dim}_{\mathcal{H}} \mathfrak{x}^{N+1}(x)}{2}}}
$$

where $m$ is a smooth non negative function.
Proof. Let us, once time again, consider the solution $\left(Z_{t}^{x}\right)_{t \geq 0}$ of the following stochastic differential equation:

$$
Z_{t}^{x}=x+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(Z_{s}^{x}\right) \circ d B_{s}^{i}, t \geq 0
$$

where $\left(B_{t}^{1}, \ldots, B_{t}^{d}\right)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion. From Corollary 3.2 , the density at $(x, 0)$ of the random variable $\left(Z_{T}^{x}, B_{T}^{*}\right)$ behaves
when $T$ goes to zero like

$$
\frac{\tilde{m}(x)}{T^{\frac{\operatorname{dim}_{\mathcal{H}} G_{N}\left(\mathbb{R}^{d}\right)+\operatorname{dim}_{\mathcal{H}} \mathfrak{R}^{N+1}(x)}{2}}},
$$

where $\operatorname{dim}_{\mathcal{H}} \mathbb{G}_{N}\left(\mathbb{R}^{d}\right)=\sum_{j=1}^{N} j \operatorname{dim} \mathcal{V}_{j}$ is the graded dimension of $\mathbb{G}_{N}\left(\mathbb{R}^{d}\right)$, and $\tilde{m}$ a smooth non negative function. Always from Corollary 3.2, the density of the random variable $Y_{T}$ behaves when $T$ goes to zero like

$$
\frac{C}{T^{\frac{\operatorname{dim}_{\mathcal{H}} \mathbb{G}_{N}\left(\mathbb{R}^{d}\right)}{2}}},
$$

where $C$ is a non negative constant. The conclusion follows readily.

## Appendix A

## Basic Stochastic Calculus

In this Appendix, we review briefly the basic theory of stochastic processes and stochastic differential equations. The stochastic integration is a natural, easy and fruitful integration theory which is due to [Itô (1944)]. For a much more complete exposition of the stochastic calculus we refer to [Dellacherie and Meyer (1976)], [McKean (1969)], [Protter (2004)], and [Revuz and Yor (1999)]. For further reading on stochastic differential equations we refer to [Elworthy (1982)], [Ikeda and Watanabe (1989)], [Kunita (1990)], [Stroock (1982)], and [Stroock and Varadhan (1979)]. We assume some familiarity with basic probability theory.

## A. 1 Stochastic processes and Brownian motion

Let $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathcal{F}, \mathbb{P}\right)$ be a filtered probability space which satisfies the usual conditions, that is:
(1) $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ is a filtration, i.e. an increasing family of sub- $\sigma$-fields of $\mathcal{F}$;
(2) for any $t \geq 0, \mathcal{F}_{t}$ is complete with respect to $\mathbb{P}$, i.e. every subset of a set of measure zero is contained in $\mathcal{F}_{t}$;
(3) $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ is right continuous, i.e. for any $t \geq 0$,

$$
\mathcal{F}_{t}=\bigcap_{s>t} \mathcal{F}_{s}
$$

A stochastic process $\left(X_{t}\right)_{t \geq 0}$ on $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathcal{F}, \mathbb{P}\right)$ is an application

$$
\begin{aligned}
& \mathbb{R}_{\geq 0} \times \Omega
\end{aligned} \rightarrow \mathbb{R}, ~=X_{t}(\omega),
$$

which is measurable with respect to $\mathcal{B}\left(\mathbb{R}_{\geq 0}\right) \otimes \mathcal{F}$. The process $\left(X_{t}\right)_{t \geq 0}$ is said to be adapted (with respect to the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ ) if for every $t \geq 0$, $X_{t}$ is $\mathcal{F}_{t}$-measurable. It is said to be continuous if for almost every $\omega \in \Omega$, the function $t \rightarrow X_{t}(\omega)$ is continuous. A stochastic process $\left(\tilde{X}_{t}\right)_{t \geq 0}$ is called a modification of $\left(X_{t}\right)_{t \geq 0}$ if for every $t \geq 0$,

$$
\mathbb{P}\left(X_{t}=\tilde{X}_{t}\right)=1
$$

The following theorem known as Kolmogorov's continuity criterion is fundamental.

Theorem A. 1 Let $\alpha, \varepsilon, c>0$. If a process $\left(X_{t}\right)_{t \geq 0}$ satisfies for every $s, t \geq 0$,

$$
\mathbb{E}\left(\left|X_{t}-X_{s}\right|^{\alpha}\right) \leq c|t-s|^{1+\varepsilon},
$$

then there exists a modification of $\left(X_{t}\right)_{t \geq 0}$ which is a continuous process.
One of the most important examples of stochastic process is the Brownian motion. A process $\left(B_{t}\right)_{t \geq 0}$ defined on $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$ is said to be a standard Brownian motion with respect to the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ if:
(1) $B_{0}=0$ a.s.;
(2) $B_{1}={ }^{l a w} \mathcal{N}(0,1)$;
(3) $\left(B_{t}\right)_{t \geq 0}$ is $\mathcal{F}$-adapted;
(4) For any $t>s \geq 0$,

$$
B_{t}-B_{s}={ }^{l a w} B_{t-s}
$$

(5) For any $t>s \geq 0, B_{t}-B_{s}$ is independent of $\mathcal{F}_{s}$.

If a process is a Brownian motion with respect to its own filtration, we simply say that it is a standard Brownian motion, without mentioning the underlying filtration. A $d$-dimensional process $\left(B_{t}\right)_{t \geq 0}=\left(B_{t}^{1}, \ldots, B_{t}^{d}\right)_{t \geq 0}$ is said to be a $d$-dimensional standard Brownian motion if the processes $\left(B_{t}^{1}\right)_{t \geq 0}, \ldots,\left(B_{t}^{d}\right)_{t \geq 0}$ are independent standard Brownian motions.

A standard Brownian motion $\left(B_{t}\right)_{t \geq 0}$ is a Gaussian process, that is for every $n \in \mathbb{N}^{*}$, and $0 \leq t_{1} \leq \ldots \leq t_{n}$, the random variable

$$
\left(B_{t_{1}}, \ldots, B_{t_{n}}\right)
$$

is Gaussian. The mean function of $\left(B_{t}\right)_{t \geq 0}$ is

$$
\mathbb{E}\left(B_{t}\right)=0
$$

and its covariance function is

$$
\mathbb{E}\left(B_{s} B_{t}\right)=\inf (s, t) .
$$

It is easy to show, thanks to Kolmogorov's continuity criterion, that it is always possible to find a continuous modification of a standard Brownian motion. Of course, we always work with this continuous modification. The law of a standard Brownian motion, which therefore lives on the space of continuous functions $\mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$ is called the Wiener measure. If $\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion, then the following properties hold:
(1) For every $c>0,\left(B_{c t}\right)_{t \geq 0}={ }^{\text {law }}\left(\sqrt{c} B_{t}\right)_{t \geq 0}$;
(2) $\left(t B_{\frac{1}{t}}\right)_{t \geq 0}={ }^{\text {law }}\left(B_{t}\right)_{t \geq 0}$;
(3) For almost every $\omega \in \Omega$, the path $t \rightarrow B_{t}(\omega)$ is nowhere differentiable and locally Hölder continuous of order $\alpha$ for every $\alpha<\frac{1}{2}$;
(4) For every subdivision $0=t_{0} \leq \cdots \leq t_{n}=t$ whose mesh tends to 0 , almost surely we have

$$
\lim _{n \rightarrow+\infty} \sum_{i=0}^{n-1}\left(B_{t_{i+1}}-B_{t_{i}}\right)^{2}=t .
$$

## A. 2 Markov processes

Intuitively, a Markov process $\left(X_{t}\right)_{t \geq 0}$ defined on a filtered probability space $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathcal{F}, \mathbb{P}\right)$ is a process without memory.

Definition A. 1 A transition function $\left\{P_{t}, t \geq 0\right\}$ on $\mathbb{R}$ is a family of kernels $P_{t}: \mathbb{R} \times \mathcal{B}(\mathbb{R}) \rightarrow[0,1]$ such that:
(1) For $t \geq 0$ and $x \in \mathbb{R}, P_{t}(x, \cdot)$ is a Borel measure on $\mathcal{B}(\mathbb{R})$ with $P_{t}(x, \mathbb{R}) \leq$ 1;
(2) For $t \geq 0$ and $A \in \mathcal{B}(\mathbb{R})$, the function $x \rightarrow P_{t}(x, A)$ is measurable with respect to $\mathcal{B}(\mathbb{R})$;
(3) For $s, t \geq 0, x \in \mathbb{R}$ and $A \in \mathcal{B}(\mathbb{R})$,

$$
\begin{equation*}
P_{t+s}(x, A)=\int_{\mathbb{R}} P_{t}(y, A) P_{s}(x, d y) ; \tag{A.1}
\end{equation*}
$$

Equation (A.1) is called the Chapman-Kolmogorov equation. We may equally think of the transition function as being a family $\left(P_{t}\right)_{t \geq 0}$ of positive bounded operators of norm less or equal to 1 on the space of bounded Borel
functions $f: \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
\left(P_{t} f\right)(x)=\int_{\mathbb{R}} f(y) P_{t}(x, d y)
$$

Observe that the Chapman-Kolmogorov equation is equivalent to the semigroup property

$$
P_{t+s}=P_{t} P_{s}
$$

Definition A. 2 An adapted continuous process $\left(X_{t}\right)_{t \geq 0}$ defined on $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathcal{F}, \mathbb{P}\right)$ is said to be a Markov process (with respect to the filtration $\left.\left(\mathcal{F}_{t}\right)_{t \geq 0}\right)$ if there exists a transition function $\left(P_{t}\right)_{t \geq 0}$ such that for every bounded Borel functions $f: \mathbb{R} \rightarrow \mathbb{R}, 0 \leq s \leq t$,

$$
\mathbb{E}\left(f\left(X_{s+t}\right) \mid \mathcal{F}_{s}\right)=\left(P_{t} f\right)\left(X_{s}\right)
$$

In the theory of stochastic processes, it is often useful to deal with random times. A real valued positive random variable $T$ is said to be a stopping time with respect to the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ if for any $t \geq 0$,

$$
\{T \leq t\} \in \mathcal{F}_{t}
$$

If $T$ is a stopping time the smallest $\sigma$-field which contains all the events $\{T \leq t\}, t \geq 0$, is denoted $\mathcal{F}_{T}$.
Definition A. 3 An adapted continuous process $\left(X_{t}\right)_{t \geq 0}$ defined on $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathcal{F}, \mathbb{P}\right)$ is said to be a strong Markov process (with respect to the filtration $\left.\left(\mathcal{F}_{t}\right)_{t \geq 0}\right)$ if there exists a transition function $\left(P_{t}\right)_{t \geq 0}$ such that for every bounded Borel functions $f: \mathbb{R} \rightarrow \mathbb{R}, t \geq 0$,

$$
\mathbb{E}\left(f\left(X_{S+t}\right) \mid \mathcal{F}_{S}\right)=\left(P_{t} f\right)\left(X_{S}\right)
$$

where $S$ is any stopping time that satisfies almost surely $0 \leq S \leq t$.
Observe that a strong Markov process is always a Markov process and that a standard Brownian motion is a strong Markov process. For further details on Markov processes, we refer to Chapter III of [Rogers and Williams (2000)].

## A. 3 Martingales

Consider an adapted and continuous process $\left(M_{t}\right)_{t \geq 0}$ defined on a filtered probability space $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathcal{F}, \mathbb{P}\right)$.

Definition A. 4 The process $\left(M_{t}\right)_{t \geq 0}$ is said to be a martingale (with respect to the filtration $\left.\left(\mathcal{F}_{t}\right)_{t \geq 0}\right)$ if:
(1) For $t \geq 0, \mathbb{E}\left(\left|M_{t}\right|\right)<+\infty$;
(2) For $0 \leq s \leq t, \mathbb{E}\left(M_{t} \mid \mathcal{F}_{s}\right)=M_{s}$.

For instance a standard Brownian motion is a martingale. For martingales, we have the following proposition, which is known as the stopping theorem.

Proposition A. 1 The following properties are equivalent:
(1) The process $\left(M_{t}\right)_{t \geq 0}$ is a martingale;
(2) For any bounded stopping time $T, \mathbb{E}\left(M_{T}\right)=\mathbb{E}\left(M_{0}\right)$;
(3) For any pair of bounded stopping times $S$ and $T$, with $S \leq T$, $\mathbb{E}\left(M_{T} \mid \mathcal{F}_{S}\right)=M_{S}$.

Actually, if $T$ is a bounded stopping time, then the process $\left(M_{t \wedge T}\right)_{t \geq 0}$ is also a martingale.

A martingale $\left(M_{t}\right)_{t \geq 0}$ is said to be square integrable if for $t \geq 0$, $\mathbb{E}\left(M_{t}^{2}\right)<+\infty$. In that case, from Jensen's inequality the function $t \rightarrow \mathbb{E}\left(M_{t}^{2}\right)$ is increasing. We also have the so-called Doob's inequality

$$
\mathbb{E}\left(\sup _{t \geq 0} M_{t}^{2}\right) \leq 4 \sup _{t \geq 0} \mathbb{E}\left(M_{t}^{2}\right)
$$

which is one of the cornerstone of the stochastic integration. Observe therefore that if $\sup _{t \geq 0} \mathbb{E}\left(M_{t}^{2}\right)<+\infty$, the martingale $\left(M_{t}\right)_{t \geq 0}$ is uniformly integrable and converges in $L^{2}$ to a square integrable random variable $M_{\infty}$ which satisfies

$$
\mathbb{E}\left(M_{\infty} \mid \mathcal{F}_{t}\right)=M_{t}, t \geq 0
$$

If $\left(M_{t}\right)_{t \geq 0}$ is a square integrable martingale, there exists a unique increasing process denoted $\left(\langle M\rangle_{t}\right)_{t \geq 0}$ which satisfies:
(1) $\langle M\rangle_{0}=0$;
(2) The process $\left(M_{t}^{2}-\langle M\rangle_{t}\right)_{t \geq 0}$ is a martingale.

This increasing process $\left(\langle M\rangle_{t}\right)_{t \geq 0}$ is called the quadratic variation of the martingale $\left(M_{t}\right)_{t \geq 0}$. This terminology comes from the following property. If $0=t_{0} \leq t_{1} \leq \cdots \leq t_{n}=t$ is a subdivision of the time interval $[0, t]$
whose mesh tends to 0 , then in probability

$$
\lim _{n \rightarrow+\infty} \sum_{i=0}^{n-1}\left(M_{t_{i+1}}-M_{t_{i}}\right)^{2}=\langle M\rangle_{t}
$$

For technical reasons (localization procedures), we often have to consider a wider class than martingales.

Definition A. 5 The process $\left(M_{t}\right)_{t \geq 0}$ is said to be a local martingale (with respect to the filtration $\left.\left(\mathcal{F}_{t}\right)_{t \geq 0}\right)$ if there exists a sequence $\left(T_{n}\right)_{n \geq 0}$ of stopping times such that:
(1) The sequence $\left(T_{n}\right)_{n \geq 0}$ is increasing and $\lim _{n \rightarrow+\infty} T_{n}=+\infty$ almost surely;
(2) For every $n \geq 1$, the process $\left(M_{t \wedge T_{n}}\right)_{t \geq 0}$ is a uniformly integrable martingale with respect to the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$.

A martingale is always a local martingale but the converse is not true. Nevertheless, a local martingale $\left(M_{t}\right)_{t \geq 0}$ such that for every $t \geq 0$,

$$
\mathbb{E}\left(\sup _{s \leq t}\left|M_{s}\right|\right)<+\infty
$$

is a martingale. If $\left(M_{t}\right)_{t \geq 0}$ is a local martingale, there still exists a unique increasing process denoted $\left(\langle M\rangle_{t}\right)_{t \geq 0}$ which satisfies:
(1) $\langle M\rangle_{0}=0$;
(2) The process $\left(M_{t}^{2}-\langle M\rangle_{t}\right)_{t \geq 0}$ is a local martingale.

This increasing process $\left(\langle M\rangle_{t}\right)_{t \geq 0}$ is called the quadratic variation of the local martingale $\left(M_{t}\right)_{t \geq 0}$. By polarization, it is easily seen that, more generally, if $\left(M_{t}\right)_{t \geq 0}$ and $\left(N_{t}\right)_{t \geq 0}$ are two continuous local martingales, then there exists a unique continuous process denoted $\left(\langle M, N\rangle_{t}\right)_{t \geq 0}$ and called the quadratic covariation of $\left(M_{t}\right)_{t \geq 0}$ and $\left(N_{t}\right)_{t \geq 0}$ which satisfies:
(1) $\langle M, N\rangle_{0}=0$;
(2) The process $\left(M_{t} N_{t}-\langle M, N\rangle_{t}\right)_{t \geq 0}$ is a local martingale.

Before we turn to the theory of stochastic integration, we conclude this section with Lévy's characterization of Brownian motion.

Proposition A. 2 Let $\left(M_{t}\right)_{t \geq 0}$ be a d-dimensional continuous local martingale such that $M_{0}=0$ and

$$
\left\langle M^{i}, M^{i}\right\rangle_{t}=t,\left\langle M^{i}, M^{j}\right\rangle_{t}=0 \text { if } i \neq j
$$

Then $\left(M_{t}\right)_{t \geq 0}$ is a standard Brownian motion.

## A. 4 Stochastic integration

Let $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathcal{F}, \mathbb{P}\right)$ be a filtered probability space which satisfies the usual conditions specified before. We aim now at defining an integral $\int_{0}^{t} H_{s} d M_{s}$ where $\left(M_{t}\right)_{t \geq 0}$ is an adapted continuous square integrable martingale such that $\sup _{t \geq 0} \mathbb{E}\left(M_{t}^{2}\right)<+\infty$ and $\left(H_{t}\right)_{t \geq 0}$ an adapted process which shall be in a good class. Observe that such an integral could not be defined trivially since the Young's integration theory does not cover the integration against paths which are less than $\frac{1}{2}$-Hölder continuous. First, we define the class of integrands. The predictable $\sigma$-field $\mathcal{P}$ associated with the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ is the $\sigma$-field generated on $\mathbb{R}_{\geq 0} \times \Omega$ by the space of indicator functions $\mathbf{1}_{] S, T]}$, where $S$ and $T$ are two stopping times such that $S \leq T$. An adapted stochastic process $\left(H_{t}\right)_{t \geq 0}$ is said to be predictable if the application $(t, \omega) \rightarrow H_{t}(\omega)$ is measurable with respect to $\mathcal{P}$. Observe that a continuous adapted process is predictable.

Let us first assume that $\left(H_{t}\right)_{t \geq 0}$ is a predictable elementary process that can be written

$$
H_{t}=\sum_{i=1}^{n-1} H_{i} \mathbf{1}_{] T_{i}, T_{i+1}\right]}(t)
$$

where $H_{i}$ is a $\mathcal{F}_{T_{i}}$ measurable bounded random variable, and where $\left(T_{i}\right)_{1 \leq i \leq n}$ is a finite increasing sequence of stopping times. In that case, a natural definition for $\int_{0}^{t} H_{s} d M_{s}$ is

$$
\int_{0}^{t} H_{s} d M_{s}=\sum_{i=1}^{n-1} H_{i}\left(M_{t \wedge T_{i+1}}-M_{t \wedge T_{i}}\right)
$$

Then, we observe that the process $\left(\int_{0}^{t} H_{s} d M_{s}\right)_{t \geq 0}$ is a bounded martingale which satisfies furthermore from Doob's inequality

$$
\mathbb{E}\left(\sup _{t \geq 0}\left(\int_{0}^{t} H_{s} d M_{s}\right)^{2}\right) \leq 4\|H\|_{\infty}^{2} \mathbb{E}\left(M_{\infty}^{2}\right)
$$

We also note that

$$
\mathbb{E}\left(\left(\int_{0}^{t} H_{s} d M_{s}\right)^{2}\right)=\mathbb{E}\left(\sum_{i=1}^{n-1} H_{i}\left(M_{t \wedge T_{i+1}}-M_{t \wedge T_{i}}\right)^{2}\right)
$$

Assume now that $\left(H_{t}\right)_{t \geq 0}$ is a bounded continuous adapted process. To define $\int_{0}^{t} H_{s} d M_{s}$, the idea is of course to approximate $\left(H_{t}\right)_{t \geq 0}$ with elementary processes $\left(H_{t}^{p}\right)_{t \geq 0}$ and to check the convergence of $\left(\int_{0}^{t} H_{s}^{p} d M_{s}\right)_{t \geq 0}$ with respect to a suitable norm. Precisely, let us define for any $p \in \mathbb{N}^{*}$, the following stopping times:

$$
\begin{gathered}
T_{0}^{p}=0 \\
T_{1}^{p}=\inf \left\{t>0,\left|H_{t}\right| \geq \frac{1}{p}\right\},
\end{gathered}
$$

and by iteration

$$
T_{n+1}^{p}=\inf \left\{t>T_{n}^{p},\left|H_{t}-H_{T_{n}^{p}}\right| \geq \frac{1}{p}\right\}
$$

We now define

$$
H_{t}^{p}=\sum_{i=1}^{n-1} H_{T_{i}^{p}} \mathbf{1}_{] T_{i}^{p}, T_{i+1}^{p}\right]}(t)
$$

For this sequence of processes $\left(H_{t}^{p}\right)_{t \geq 0}$, it easy to show that

$$
\mathbb{E}\left(\sup _{t \geq 0}\left(\int_{0}^{t}\left(H_{s}^{p}-H_{s}^{q}\right) d M_{s}\right)^{2}\right) \rightarrow_{p, q \rightarrow+\infty} 0
$$

From this, we can deduce that there exists a continuous martingale denoted $\left(\int_{0}^{t} H_{s} d M_{s}\right)_{t \geq 0}$ such that

$$
\int_{0}^{t} H_{s} d M_{s}=\lim _{p \rightarrow+\infty} \int_{0}^{t} H_{s}^{p} d M_{s}
$$

uniformly for $t$ on compact sets. We furthermore have

$$
\mathbb{E}\left(\sup _{t \geq 0}\left(\int_{0}^{t} H_{s} d M_{s}\right)^{2}\right) \leq 4\|H\|_{\infty}^{2} \mathbb{E}\left(M_{\infty}^{2}\right)
$$

and

$$
\mathbb{E}\left(\left(\int_{0}^{t} H_{s} d M_{s}\right)^{2}\right)=\mathbb{E}\left(\int_{0}^{t} H_{s}^{2} d\langle M\rangle_{s}\right)
$$

Now, by localization, it is not difficult to extend naturally the definition of $\int_{0}^{t} H_{s} d M_{s}$ in the general case where:
(1) $\left(M_{t}\right)_{t \geq 0}$ is a semimartingale, that is, $\left(M_{t}\right)_{t \geq 0}$ can be written

$$
M_{t}=A_{t}+N_{t}
$$

where $\left(A_{t}\right)_{t \geq 0}$ is a bounded variation process and $\left(N_{t}\right)_{t \geq 0}$ is a local martingale;
(2) $\left(H_{t}\right)_{t \geq 0}$ is a locally bounded predictable process.

In this setting, we have:

$$
\int_{0}^{t} H_{s} d M_{s}=\int_{0}^{t} H_{s} d A_{s}+\int_{0}^{t} H_{s} d N_{s}
$$

Observe that, since $\left(A_{t}\right)_{t \geq 0}$ is a bounded variation process, the integral $\int_{0}^{t} H_{s} d A_{s}$ is simply a Riemann-Stieltjes integral. The process $\left(\int_{0}^{t} H_{s} d N_{s}\right)_{t \geq 0}$ is a local martingale.

The class of semimartingales appears then as a good class of integrators in the theory of stochastic integration. It can be shown that this is actually the widest possible class if we wish to obtain a natural integration theory (see Dellacherie-Meyer [Dellacherie and Meyer (1976)] or Protter [Protter (2004)] for a precise statement). The decomposition of a semimartingale $\left(M_{t}\right)_{t \geq 0}$ under the form

$$
M_{t}=A_{t}+N_{t}
$$

is essentially unique under the condition $N_{0}=0$. The process $\left(A_{t}\right)_{t \geq 0}$ is called the bounded variation part of $\left(M_{t}\right)_{t \geq 0}$. The process $\left(N_{t}\right)_{t \geq 0}$ is called the local martingale part of $\left(M_{t}\right)_{t \geq 0}$. If $\left(M_{t}^{1}\right)_{t \geq 0}$ and $\left(M_{t}^{2}\right)_{t \geq 0}$ are two semimartingales, then we define the quadratic covariation $\left(\left\langle M^{1}, M^{2}\right\rangle_{t}\right)_{t \geq 0}$ of $\left(M_{t}^{1}\right)_{t \geq 0}$ and $\left(M_{t}^{2}\right)_{t \geq 0}$ as being $\left(\left\langle N^{1}, N^{2}\right\rangle_{t}\right)_{t \geq 0}$ where $\left(N_{t}^{1}\right)_{t \geq 0}$ and $\left(N_{t}^{2}\right)_{t \geq 0}$ are the local martingale parts.

Throughout this book we shall only deal with continuous processes so that in the sequel, we shall often omit to precise the continuity of the processes which will be considered. Moreover, we shall preferably use Stratonovitch's integration rather than Itô's integration. If $\left(N_{t}\right)_{0 \leq t \leq T}$, $T>0$, is an $\mathcal{F}$-adapted real valued local martingale and if $\left(\Theta_{t}\right)_{0 \leq t \leq T}$ is an $\mathcal{F}$-adapted continuous process satisfying $\mathbb{E}\left(\int_{0}^{T} \Theta_{t}^{2} d\langle N\rangle_{t}\right)$, then by definition,

$$
\int_{0}^{T} \Theta_{t} \circ d N_{t}=\int_{0}^{T} \Theta_{t} \cdot d N_{t}+\frac{1}{2}\langle\Theta, N\rangle_{T}
$$

where:
(1) $\int_{0}^{T} \Theta_{t} \circ d N_{t}$ is the Stratonovitch integral of $\left(\Theta_{t}\right)_{0 \leq t \leq T}$ against $\left(N_{t}\right)_{0 \leq t \leq T} ;$
(2) $\int_{0}^{T} \Theta_{t} \cdot d N_{t}$ is the Itô integral of $\left(\Theta_{t}\right)_{0 \leq t \leq T}$ against $\left(N_{t}\right)_{0 \leq t \leq T}$;
(3) $\langle\Theta, N\rangle_{T}$ is the quadratic covariation at time $T$ between $\left(\Theta_{t}\right)_{0 \leq t \leq T}$ and $\left(N_{t}\right)_{0 \leq t \leq T}$.

## A. 5 Itô's formula

The Itô's formula is certainly the most important formula of stochastic calculus.

Theorem A. $2 \operatorname{Let}\left(X_{t}\right)_{t \geq 0}=\left(X_{t}^{1}, \cdots, X_{t}^{n}\right)_{t \geq 0}$ be a $n$-dimensional continuous semimartingale. Let now $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a $C^{2}$ function. We have

$$
\begin{aligned}
f\left(X_{t}\right) & =f\left(X_{0}\right)+\sum_{i=1}^{n} \int_{0}^{t} \frac{\partial f}{\partial x_{i}}\left(X_{s}\right) d X_{s}^{i}+\frac{1}{2} \sum_{i, j=1}^{n} \int_{0}^{t} \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}\left(X_{s}\right) d\left\langle X^{i}, X^{j}\right\rangle_{s} \\
& =f\left(X_{0}\right)+\sum_{i=1}^{n} \int_{0}^{t} \frac{\partial f}{\partial x_{i}}\left(X_{s}\right) \circ d X_{s}^{i}
\end{aligned}
$$

## A. 6 Girsanov's theorem

We give here the most important theorem concerning the impact of a change of probability measure on the class of semimartingales. Let $\mathcal{C}\left(\mathbb{R}_{\geq 0}, \mathbb{R}^{d}\right)$ denote the space of continuous functions $\mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{d}$. Let $X_{s}, s \geq 0$, denote the coordinate mappings, that is

$$
X_{s}(\omega)=\omega(s), \omega \in \mathcal{C}\left(\mathbb{R}_{\geq 0}, \mathbb{R}^{d}\right)
$$

Set now $\mathcal{B}_{t}^{0}=\sigma\left(X_{s}, s \leq t\right)$ and consider on $\mathcal{C}\left(\mathbb{R}_{\geq 0}, \mathbb{R}^{d}\right)$ the Wiener measure $\mathbb{P}$, that is the law of a $d$-dimensional standard Brownian motion. Let finally $\mathcal{B}_{t}$ be the usual $\mathbb{P}$-augmentation of $\mathcal{B}_{t}^{0}$ and

$$
\mathcal{B}_{\infty}=\vee_{t \geq 0} \mathcal{B}_{t}
$$

The filtered probability space

$$
\left(\mathcal{C}\left(\mathbb{R}_{\geq 0}, \mathbb{R}^{d}\right),\left(\mathcal{B}_{t}\right)_{t \geq 0}, \mathcal{B}_{\infty}, \mathbb{P}\right)
$$

is called the Wiener space. Observe that, by definition of $\mathbb{P}$, the process $\left(X_{t}\right)_{t \geq 0}$ is under $\mathbb{P}$ a $d$-dimensional standard Brownian motion. We have the following theorem, referred to as the Girsanov's theorem.

## Theorem A. 3

(1) Let $\mathbb{Q}$ be a probability measure on $\left(\mathcal{C}\left(\mathbb{R}_{\geq 0}, \mathbb{R}^{d}\right), \mathcal{B}_{\infty}\right)$ which is equivalent to $\mathbb{P}$. Let us denote by $D$ the density of $\mathbb{Q}$ with respect to $\mathbb{P}$. Then there exists an adapted continuous $\mathbb{R}^{d}$-valued process $\left(\Theta_{t}\right)_{t \geq 0}$ such that

$$
\mathbb{E}\left(D \mid \mathcal{B}_{t}\right)=\exp \left(\int_{0}^{t} \Theta_{s} d X_{s}-\frac{1}{2} \int_{0}^{t}\left\|\Theta_{s}\right\|^{2} d s\right)
$$

and under $\mathbb{Q}$,

$$
\tilde{X}_{t}=X_{t}-\int_{0}^{t} \Theta_{s} d s
$$

is a standard Brownian motion.
(2) Let $\left(\Theta_{t}\right)_{t \geq 0}$ be an adapted continuous $\mathbb{R}^{d}$-valued process such that the process

$$
Z_{t}=\exp \left(\int_{0}^{t} \Theta_{s} d X_{s}-\frac{1}{2} \int_{0}^{t}\left\|\Theta_{s}\right\|^{2} d s\right), t \geq 0
$$

is a uniformly integrable martingale under $\mathbb{P}$. Define a probability measure on $\left(\mathcal{C}\left(\mathbb{R}_{\geq 0}, \mathbb{R}^{d}\right), \mathcal{B}_{\infty}\right)$ by:

$$
d \mathbb{Q}=Z_{\infty} \mathbb{P}
$$

Then, under $\mathbb{Q}$, the process

$$
X_{t}-\int_{0}^{t} \Theta_{s} d s
$$

is a standard Brownian motion.
Observe that the process

$$
Z_{t}=\exp \left(\int_{0}^{t} \Theta_{s} d X_{s}-\frac{1}{2} \int_{0}^{t}\left\|\Theta_{s}\right\|^{2} d s\right), t \geq 0
$$

satisfies the following equation

$$
Z_{t}=1+\int_{0}^{t} Z_{s} \Theta_{s} d X_{s}
$$

It can be shown that sufficient conditions which ensure that $\left(Z_{t}\right)_{t \geq 0}$ is a uniformly integrable martingale are the following:
(1) For any $t \geq 0$,

$$
\mathbb{E}\left(Z_{t}\right)=1
$$

(2) For any $t \geq 0$,

$$
\mathbb{E}\left(\exp \left(\frac{1}{2} \int_{0}^{t}\left\|\Theta_{s}\right\|^{2} d s\right)\right)<+\infty
$$

## A. 7 Stochastic differential equations

Let $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$ be a filtered probability space which satisfies the usual conditions. Let

$$
\left(M_{t}\right)_{t \geq 0}=\left(M_{t}^{1}, \ldots, M_{t}^{d}\right)_{t \geq 0}
$$

denote a continuous $d$-dimensional semimartingale that is adapted to the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$. Consider now $d$ smooth vector fields $V_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, $n \geq 1, i=1, \ldots, d$. The fundamental theorem for the existence and the uniqueness of solutions for stochastic differential equations is the following:

Theorem A. 4 Let $x_{0} \in \mathbb{R}^{n}$. On $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$, there exists a unique continuous process $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ adapted to the natural filtration of $\left(M_{t}\right)_{t \geq 0}$ completed with respect to $\mathbb{P}$ and such that for $t \geq 0$,

$$
\begin{equation*}
X_{t}^{x_{0}}=x_{0}+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(X_{s}^{x_{0}}\right) \circ d M_{s}^{i} \tag{A.2}
\end{equation*}
$$

The process $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ is called the solution of the stochastic differential equation (A.2).

In the sequel the stochastic differential equation (A.2) shall be denoted $\operatorname{SDE}\left(x_{0},\left(V_{i}\right)_{1 \leq i \leq d},\left(M_{t}\right)_{t \geq 0}\right)$. Observe that $\mathbf{S D E}\left(x_{0},\left(V_{i}\right)_{1 \leq i \leq d},\left(M_{t}\right)_{t \geq 0}\right)$ is written in Stratonovitch's form. Thanks to Itô's formula the corresponding Itô's formulation is

$$
X_{t}^{x_{0}}=x_{0}+\frac{1}{2} \sum_{i, j=1}^{d} \int_{0}^{t} \nabla_{V_{i}} V_{j}\left(X_{s}^{x_{0}}\right) d\left\langle M_{s}^{i}, M_{s}^{j}\right\rangle+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(X_{s}^{x_{0}}\right) d M_{s}^{i},
$$

where for $1 \leq i, j \leq d, \nabla_{V_{i}} V_{j}$ is the vector field given by

$$
\nabla_{V_{i}} V_{j}(x)=\sum_{k=1}^{n}\left(\sum_{l=1}^{n} v_{l}^{k}(x) \frac{\partial v_{l}^{j}}{\partial x_{l}}(x)\right) \frac{\partial}{\partial x_{k}}, x \in \mathbb{R}^{n}
$$

An important point is that the solution $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ of (A.2) is a predictable functional of $\left(M_{t}\right)_{t \geq 0}$. Let us precise what it exactly means. Let $\mathcal{C}\left(\mathbb{R}_{\geq 0}, \mathbb{R}^{d}\right)$ denote the space of continuous functions $\mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{d}$. If $w(s)$, $s \geq 0$, denote the coordinate mappings, we set $\mathcal{B}_{t}=\sigma(w(s), s \leq t)$. A function $F$ : $\mathcal{C}\left(\mathbb{R}_{\geq 0}, \mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{n}$, is said to be a predictable functional if it is predictable as a process defined on $\mathcal{C}\left(\mathbb{R}_{\geq 0}, \mathbb{R}^{d}\right)$ with respect to the filtration $\left(\mathcal{B}_{t}\right)_{t \geq 0}$. So, with this terminology, saying that $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ is a predictable functional of $\left(M_{t}\right)_{t \geq 0}$ means that there exists a predictable functional $F$ satisfying for any $t \geq 0$,

$$
X_{t}^{x_{0}}=F\left(\left(M_{s}\right)_{0 \leq s \leq t}\right)
$$

We mention that in general the functional $F$ can not be chosen continuous in the topology of uniform convergence on compact sets (see Section 2.5 of Chapter 2 on the rough paths theory for a discussion about this continuity question). The essential advantage of Stratonovitch's formulation is the following form for Itô's formula.

Proposition A. 3 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a $C^{2}$ function and let $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ denote the solution of $\mathbf{S D E}\left(x_{0},\left(V_{i}\right)_{1 \leq i \leq d},\left(M_{t}\right)_{t \geq 0}\right)$. We have for $t \geq 0$,

$$
f\left(X_{t}^{x_{0}}\right)=f\left(x_{0}\right)+\sum_{i=1}^{d} \int_{0}^{t}\left(V_{i} f\right)\left(X_{s}^{x_{0}}\right) \circ d M_{s}^{i}
$$

## A. 8 Diffusions and partial differential equations

One of the main uses of the theory of stochastic differential equations is to construct and study diffusions. This construction can be performed when the driving semimartingale $\left(M_{t}\right)_{t \geq 0}$ is a standard Brownian motion $\left(B_{t}\right)_{t \geq 0}$. More precisely, solving the stochastic differential equation SDE $\left(x_{0},\left(V_{i}\right)_{1 \leq i \leq d},\left(B_{t}\right)_{t \geq 0}\right)$ is a way to canonically associate, on a given probability space, a stochastic process with the second order differential operator

$$
\frac{1}{2} \sum_{i=1}^{d} V_{i}^{2}
$$

Indeed, as a direct consequence of Itô's formula, we get:
Proposition A. 4 Let $x_{0} \in \mathbb{R}^{n}$ and let $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ denote the solution of $\mathbf{S D E}\left(x_{0},\left(V_{i}\right)_{1 \leq i \leq d},\left(B_{t}\right)_{t \geq 0}\right)$. The process $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ enjoys the strong Markov property with respect to the natural filtration of $\left(B_{t}\right)_{t \geq 0}$. Furthermore for any smooth function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ which is compactly supported, the process

$$
\left(f\left(X_{t}^{x_{0}}\right)-\int_{0}^{t}(\mathcal{L} f)\left(X_{s}^{x_{0}}\right) d s\right)_{t \geq 0}
$$

is a martingale with respect to the natural filtration of $\left(B_{t}\right)_{t \geq 0}$, where

$$
\mathcal{L}=\frac{1}{2} \sum_{i=1}^{d} V_{i}^{2}
$$

is the so-called infinitesimal generator of $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$.
As a consequence of this proposition, the transition function associated with the Markov process $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ is the semigroup generated by $\mathcal{L}$, that is

$$
P_{t}=e^{t \mathcal{L}}
$$

Therefore, for every $x_{0} \in \mathbb{R}^{n}$ and every smooth function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ which is compactly supported,

$$
\mathbb{E}\left(f\left(X_{t}^{x_{0}}\right)\right)=\left(e^{t \mathcal{L}} f\right)\left(x_{0}\right)
$$

It is possible to extend the last formula by adding to $\mathcal{L}$ a potential: this is the famous Feynman-Kac formula.

Proposition A. 5 Let $V: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a bounded and continuous function and let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a smooth function which is compactly supported, then for every $x_{0} \in \mathbb{R}^{n}$,

$$
\mathbb{E}\left(f\left(X_{t}^{x_{0}}\right) e^{-\int_{0}^{t} V\left(X_{s}^{x_{0}}\right) d s}\right)=\left(e^{t(\mathcal{L}-V)} f\right)\left(x_{0}\right)
$$

where $\left(X_{t}^{x_{0}}\right)_{t \geq 0}$ is the solution of $\mathbf{S D E}\left(x_{0},\left(V_{i}\right)_{1 \leq i \leq d},\left(B_{t}\right)_{t \geq 0}\right)$.

## A. 9 Stochastic flows

As in the theory of ordinary differential equations, in the theory of stochastic differential equations, this is fruitful to look at the solution of $\operatorname{SDE}\left(x_{0},\left(V_{i}\right)_{1 \leq i \leq d},\left(M_{t}\right)_{t \geq 0}\right)$ as a function of the initial condition $x_{0}$.

Theorem A. 5 Let $\left(M_{t}\right)_{t \geq 0}$ be a continuous d-dimensional $\mathcal{F}$-adapted semimartingale. On $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$, there exists a unique jointly measurable continuous random field $\left(\Phi_{t}(x)\right)_{t \geq 0, x \in \mathbb{R}^{n}}$ such that:
(1) Almost surely, the map $\Phi_{t}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a diffeomorphism for any $t \geq 0$
(2) For $t \geq 0$ and $x \in \mathbb{R}^{n}$,

$$
\Phi_{t}(x)=x+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(\Phi_{s}(x)\right) \circ d M_{s}^{i}
$$

We call $\left(\Phi_{t}\right)_{t \geq 0}$ the stochastic flow associated with the above stochastic differential equation.

There is a nice Itô's formula for the action of stochastic flows on smooth tensor fields (we refer to Appendix B for the definitions of the tensor fields and of the Lie derivative).

Proposition A. 6 Let $K$ be a smooth tensor field on $\mathbb{R}^{n}$ and let $\left(\Phi_{t}\right)_{t \geq 0}$ denote the stochastic flow associated with $\operatorname{SDE}\left(x_{0},\left(V_{i}\right)_{1 \leq i \leq d},\left(M_{t}\right)_{t \geq 0}\right)$. We have for $t \geq 0$ and $x \in \mathbb{R}^{n}$,

$$
\left(\Phi_{t}^{*} K\right)(x)=K(x)+\sum_{i=1}^{d} \int_{0}^{t}\left(\Phi_{s}^{*} \mathcal{L}_{V_{i}} K\right)(x) \circ d M_{s}^{i}
$$

## A. 10 Malliavin calculus

In this section, we introduce the basic tools of Malliavin calculus which are used in the proof of Hörmander's theorem. For further details, we refer to [Nualart (1995)].

Let us consider the Wiener space of continuous paths:

$$
\mathbb{W}^{\otimes d}=\left(\mathcal{C}\left([0,1], \mathbb{R}^{d}\right),\left(\mathcal{B}_{t}\right)_{0 \leq t \leq 1}, \mathcal{B}_{1}, \mathbb{P}\right)
$$

where:
(1) $\mathcal{C}\left([0,1], \mathbb{R}^{d}\right)$ is the space of continuous functions $[0,1] \rightarrow \mathbb{R}^{d}$;
(2) $\left(B_{t}\right)_{t \geq 0}$ is the coordinate process defined by $B_{t}(f)=f(t), f \in$ $\mathcal{C}\left([0, \overline{1}], \mathbb{R}^{d}\right) ;$
(3) $\mathbb{P}$ is the Wiener measure on $[0,1]$, that is the law of a $d$-dimensional standard Brownian motion indexed by the time interval $[0,1]$;
(4) $\left(\mathcal{B}_{t}\right)_{0 \leq t \leq 1}$ is the ( $\mathbb{P}$-completed) natural filtration of $\left(B_{t}\right)_{0 \leq t \leq 1}$.

A $\mathcal{B}_{1}$ measurable real valued random variable $F$ is said to be cylindric if it can be written

$$
F=f\left(\int_{0}^{1} h_{s}^{1} d B_{s}, \ldots, \int_{0}^{1} h_{s}^{n} d B_{s}\right)
$$

where $h^{i} \in \mathbf{L}^{2}\left([0,1], \mathbb{R}^{d}\right)$ and $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a $C^{\infty}$ bounded function. The set of cylindric random variables is denoted $\mathcal{S}$.

The derivative of $F \in \mathcal{S}$ is the $\mathbb{R}^{d}$ valued stochastic process $\left(\mathbf{D}_{t} F\right)_{0 \leq t \leq 1}$ given by

$$
\mathbf{D}_{t} F=\sum_{i=1}^{n} h^{i}(t) \frac{\partial f}{\partial x_{i}}\left(\int_{0}^{1} h_{s}^{1} d B_{s}, \ldots, \int_{0}^{1} h_{s}^{n} d B_{s} .\right)
$$

More generally, we can introduce iterated derivatives. If $F \in \mathcal{S}$, we set

$$
\mathbf{D}_{t_{1}, \ldots, t_{k}}^{k} F=\mathbf{D}_{t_{1} \ldots \mathbf{D}_{t_{k}} F} F
$$

We can consider $\mathbf{D}^{k} F$ as an element of $\left.\mathbf{L}^{2}\left(\mathcal{C}\left([0,1], \mathbb{R}^{d}\right), \mathbf{L}^{2}\left([0,1]^{k}, \mathbb{R}^{d}\right)\right)\right)$; namely, $\mathbf{D}^{k} F$ is a random process indexed by $[0,1]^{k}$. For any $p \geq 1$, the operator $\mathbf{D}^{k}$ is closable from $\mathcal{S}$ into $\left.\mathbf{L}^{p}\left(\mathcal{C}\left([0,1], \mathbb{R}^{d}\right), \mathbf{L}^{2}\left([0,1]^{k}, \mathbb{R}^{d}\right)\right)\right)$.

We denote $\mathbb{D}^{k, p}$ the closure of the class of cylindric random variables with respect to the norm

$$
\|F\|_{k, p}=\left(\mathbb{E}\left(F^{p}\right)+\sum_{j=1}^{k} \mathbb{E}\left(\left\|\mathbf{D}^{j} F\right\|_{\mathbf{L}^{2}\left([0,1]^{j}, \mathbb{R}^{d}\right)}^{p}\right)\right)^{\frac{1}{p}}
$$

and

$$
\mathbb{D}^{\infty}=\bigcap_{p \geq 1} \bigcap_{k \geq 1} \mathbb{D}^{k, p}
$$

We have the following key result which makes Malliavin calculus so useful when one want to study the existence of densities for random variables.

Theorem A. 6 Let $F=\left(F_{1}, \ldots, F_{n}\right)$ be a $\mathcal{B}_{1}$ measurable random vector such that:
(1) for every $i=1, \ldots, n, F_{i} \in \mathbb{D}^{\infty}$;
(2) the matrix

$$
\Gamma=\left(\int_{0}^{1}\left\langle\mathbf{D}_{s} F^{i}, \mathbf{D}_{s} F^{j}\right\rangle_{\mathbb{R}^{d}} d s\right)_{1 \leq i, j \leq n}
$$

is invertible.

Then $F$ has a density with respect to the Lebesgue measure. If moreover, for every $p>1$,

$$
\mathbb{E}\left(\frac{1}{|\operatorname{det} \Gamma|^{p}}\right)<+\infty
$$

then this density is smooth.
Remark A. 1 The matrix $\Gamma$ is often called the Malliavin matrix of the random vector $F$.

Of course, this result is only useful if the class $\mathbb{D}^{\infty}$ is big enough to contain interesting random variables.

Theorem A. 7 Let $\left(X_{t}^{x}\right)_{t \geq 0}$ denote the solution of the stochastic differential equation

$$
\begin{equation*}
X_{t}^{x}=x+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(X_{s}^{x_{0}}\right) \circ d B_{s}^{i} \tag{A.3}
\end{equation*}
$$

Then, for every $i=1, \ldots, n, X_{1}^{i} \in \mathbb{D}^{\infty}$. Moreover,

$$
\mathbf{D}_{t}^{j} X_{1}=\mathbf{J}_{0 \rightarrow 1} \mathbf{J}_{0 \rightarrow t}^{-1} V_{j}\left(X_{t}\right), \quad j=1, \ldots, d, \quad 0 \leq t \leq 1
$$

where $\left(\mathbf{J}_{0 \rightarrow t}\right)_{t \geq 0}$ is the first variation process defined by

$$
\mathbf{J}_{0 \rightarrow t}=\frac{\partial X_{t}^{x}}{\partial x}
$$

and where $\mathbf{D}_{t}^{j} X_{1}^{i}$ is the $j$-th component of $\mathbf{D}_{t} X_{1}^{i}$.

## A. 11 Stochastic calculus on manifolds

Let $\mathbb{M}$ be a smooth connected manifold. A (continuous) $\mathbb{M}$-valued process $\left(X_{t}\right)_{t \geq 0}$ is said to be a semimartingale if for every smooth function $f: \mathbb{M} \rightarrow$ $\mathbb{R}$ the process $\left(f\left(X_{t}\right)\right)_{t \geq 0}$ is a real semimartingale. It is interesting to note that to define the notion of semimartingale on a manifold, no additional structure than the differentiability structure is required. But to define the notion of martingale on a manifold, we have to endow the manifold with an affine connection. On this point we shall not go into details since the notion of martingales on a manifold is not needed in this book, but for further details we refer to [Emery (1989)] and [Emery (2000)].

On the manifold $\mathbb{M}$, it is possible to give a sense to stochastic differential equations of the type

$$
\begin{equation*}
X_{t}^{x_{0}}=x_{0}+\sum_{i=1}^{d} \int_{0}^{t} V_{i}\left(X_{s}^{x_{0}}\right) \circ d M_{s}^{i}, \quad t \geq 0 \tag{A.4}
\end{equation*}
$$

where:
(1) $x_{0} \in \mathbb{M}$;
(2) $V_{1}, \ldots, V_{d}$ are $C^{\infty}$ bounded vector fields on $\mathbb{M}$;
(3) $\circ$ denotes Stratonovitch integration;
(4) $\left(M_{t}^{1}, \ldots, M_{t}^{d}\right)_{0 \leq t \leq T}$ is a $\mathbb{R}^{d}$-valued continuous semimartingale.

Indeed, we shall say that a $\mathbb{M}$-valued process is solution of (A.4) if for every smooth function $f: \mathbb{M} \rightarrow \mathbb{R}$,

$$
f\left(X_{t}^{x_{0}}\right)=f\left(x_{0}\right)+\sum_{i=1}^{d} \int_{0}^{t}\left(V_{i} f\right)\left(X_{s}^{x_{0}}\right) \circ d M_{s}^{i}, \quad t \geq 0 .
$$

In this setting, many results given in Sections A7, A8 and A9 remain true. In particular, when the driving semimartingale $\left(M_{t}\right)_{t \geq 0}$ is a linear Brownian motion, then the solution of equation (A.4) is a Markov process with infinitesimal generator

$$
\frac{1}{2}\left(\sum_{i=1} V_{i}^{2}\right)
$$

Let us now assume that the manifold $\mathbb{M}$ is moreover endowed with a Riemannian structure (see Appendix B). In that case, there is a natural and canonical second-order elliptic operator defined on $\mathbb{M}$ : The LaplaceBeltrami operator $\Delta_{\mathbb{M}}$.

A continuous $\mathbb{M}$-valued process $\left(B_{t}\right)_{t \geq 0}$ is said to be a Brownian motion on $\mathbb{M}$ if it is a Markov process with generator $\frac{1}{2} \Delta_{\mathbb{M}}$. It is equivalent to ask that for every $C^{\infty}$ bounded function $\mathbb{M} \rightarrow \mathbb{R}$, the process

$$
\left(f\left(B_{t}\right)-\frac{1}{2} \int_{0}^{t}\left(\Delta_{\mathbb{M}} f\right)\left(B_{s}\right) d s\right)_{t \geq 0}
$$

is a martingale.
It may happen that a Brownian motion on a manifold explodes, meaning that the best we can do is to find a process $\left(B_{t}\right)_{t \geq 0}$ together with a stopping
time $\tau$ such that for every $C^{\infty}$ bounded function $\mathbb{M} \rightarrow \mathbb{R}$, the process

$$
\left(f\left(B_{\inf (t, \tau)}\right)-\frac{1}{2} \int_{0}^{\inf (t, \tau)}\left(\Delta_{\mathbb{M}} f\right)\left(B_{s}\right) d s\right)_{t \geq 0}
$$

is a martingale. Such phenomenon can not occur if the manifold $\mathbb{M}$ is compact.

Observe that in general the operator $\Delta_{\mathbb{M}}$ can not globally be written under the form

$$
V_{0}+\sum_{i=1}^{d} V_{i}^{2}
$$

where $V_{0}, V_{1}, \ldots, V_{d}$ are smooth vector fields on $\mathbb{M}$. Therefore, in full generality, we can not construct Brownian motions on a Riemannian manifold by solving stochastic differential equations on the manifold. An intrinsic way to construct Brownian motions on a manifold by solving a stochastic differential equation can be done by working in the orthonormal frame bundle of the manifold: this the Eels-Elworthy-Malliavin construction. This construction is widely explained in the Section 3.4. of Chapter 3.

## Appendix B

## Vector Fields, Lie Groups and Lie Algebras

## B. 1 Vector fields and exponential mapping

Let $\mathcal{O} \subset \mathbb{R}^{n}$ be a non empty open set. A smooth vector field $V$ on $\mathcal{O}$ is simply a smooth map

$$
\begin{aligned}
V: \mathcal{O} & \rightarrow \mathbb{R}^{n} \\
x & \rightarrow\left(v_{1}(x), \ldots, v_{n}(x)\right) .
\end{aligned}
$$

It is a basic result in the theory of ordinary differential equations that if $K \subset \mathcal{O}$ is compact, there exist $\varepsilon>0$ and a smooth mapping

$$
\Phi:(-\varepsilon, \varepsilon) \times K \rightarrow \mathcal{O}
$$

such that for $x \in K$ and $-\varepsilon<t<\varepsilon$,

$$
\frac{\partial \Phi}{\partial t}(t, x)=X(\Phi(t, x)), \Phi(0, x)=x
$$

Furthermore, if $y:(-\eta, \eta) \rightarrow \mathbb{R}^{n}$ is a $C^{1}$ path such that for $-\eta<t<\eta$, $y^{\prime}(t)=X(y(t))$, then $y(t)=\Phi(t, y(0))$ for $-\min (\eta, \varepsilon)<t<\min (\eta, \varepsilon)$. From this characterization of $\Phi$ it is easily seen that for $x \in K$ and $t_{1}, t_{2} \in \mathbb{R}$ such that $\left|t_{1}\right|+\left|t_{2}\right|<\varepsilon$,

$$
\Phi\left(t_{1}, \Phi\left(t_{2}, x\right)\right)=\Phi\left(t_{1}+t_{2}, x\right)
$$

Because of this last property, the solution mapping $t \rightarrow \Phi(t, x)$ is called the exponential mapping, and we denote $\Phi(t, x)=e^{t V}(x)$. It always exists if $|t|$ is sufficiently small. If $e^{t V}$ can be defined for any $t \in \mathbb{R}$, then the vector field is said to be complete. For instance if $\mathcal{O}=\mathbb{R}^{n}$ and if $V$ is $C^{\infty}$-bounded then the vector field $V$ is complete.

The vector field $V$ defines a differential operator acting on the smooth functions $f: \mathcal{O} \rightarrow \mathbb{R}$ as follows:

$$
\left(\mathcal{L}_{V} f\right)(x)=\left(\frac{d}{d t}\right)_{t=0} f\left(e^{t V}(x)\right), x \in \mathcal{O}
$$

We also use the following notation

$$
\left(\mathcal{L}_{V} f\right)(x)=(V f)(x)
$$

that is, we apply $V$ to $f$ as a first-order differential operator. With this notation, observe that

$$
\begin{equation*}
V(x)=\sum_{i=1}^{n} v_{i}(x) \frac{\partial}{\partial x_{i}} \tag{B.1}
\end{equation*}
$$

We note that $V$ is a derivation, that is a $\operatorname{map}$ on $\mathcal{C}^{\infty}(\mathcal{O}, \mathbb{R})$, linear over $\mathbb{R}$, satisfying for $f, g \in \mathcal{C}^{\infty}(\mathcal{O}, \mathbb{R})$,

$$
V(f g)=(V f) g+f(V g)
$$

An interesting result is that, conversely, any derivation on $\mathcal{C}^{\infty}(\mathcal{O}, \mathbb{R})$ is a vector field, i.e. has the form (B.1). If $V^{\prime}$ is another smooth vector field on $\mathcal{O}$, then it is easily seen that the operator $V V^{\prime}-V^{\prime} V$ is a derivation. It therefore defines a smooth vector field on $\mathcal{O}$ which is called the Lie bracket of $V$ and $V^{\prime}$ and denoted $\left[V, V^{\prime}\right]$. A straightforward computation shows that for $x \in \mathcal{O}$,

$$
\left[V, V^{\prime}\right](x)=\sum_{i=1}^{n}\left(\sum_{j=1}^{n} v_{j}(x) \frac{\partial v_{i}^{\prime}}{\partial x_{j}}(x)-v_{j}^{\prime}(x) \frac{\partial v_{i}}{\partial x_{j}}(x)\right) \frac{\partial}{\partial x_{i}}
$$

Observe that the Lie bracket satisfies obviously $\left[V, V^{\prime}\right]=-\left[V^{\prime}, V\right]$ and the so-called Jacobi identity, that is:

$$
\left[V,\left[V^{\prime}, V^{\prime \prime}\right]\right]+\left[V^{\prime},\left[V^{\prime \prime}, V\right]\right]+\left[V^{\prime \prime},\left[V, V^{\prime}\right]\right]=0
$$

Let us now give a geometric meaning of the bracket. If $\phi: \mathcal{O}^{\prime} \rightarrow \mathcal{O}$ is a diffeomorphism between two open domains in $\mathbb{R}^{n}$, the pull-back $\phi^{*} V$ of the vector field $V$ by the map $\phi$ is the vector field on $\mathcal{O}^{\prime}$ defined by the chain rule,

$$
\phi^{*} V(x)=\left(d \phi^{-1}\right)_{\phi(x)}(V(\phi(x))), x \in \mathcal{O}^{\prime}
$$

In particular, if $V^{\prime}$ is a smooth vector field on $\mathcal{O},\left(e^{t V}\right)^{*} V^{\prime}$ is defined on most of $\mathcal{O}$, for $|t|$ small, and we can define the Lie derivative,

$$
\mathcal{L}_{V} V^{\prime}=\left(\frac{d}{d t}\right)_{t=0}\left(e^{t V}\right)^{*} V^{\prime}
$$

as a vector field on $\mathcal{O}$. It actually turns out that we have

$$
\mathcal{L}_{V} V^{\prime}=\left[V, V^{\prime}\right]
$$

If the vector fields $V$ and $V^{\prime}$ commute, that is if $\left[V, V^{\prime}\right]=0$ then the flows they generate locally commute; in other words, for any $x \in \mathcal{O}$, there exists a $\delta>0$ such that for $\left|t_{1}\right|+\left|t_{2}\right|<\delta$,

$$
e^{t_{1} V} e^{t_{2} V^{\prime}}(x)=e^{t_{2} V^{\prime}} e^{t_{1} V}(x)
$$

Another essential point on the bracket is that one can flow in the direction of the commutator [ $V, V^{\prime}$ ] by a succession of flows along $V$ and $V^{\prime}$. More precisely, we have

$$
e^{-t V} e^{-t V^{\prime}} e^{t V} e^{t V^{\prime}}=e^{t^{2}\left[V, V^{\prime}\right]}+O\left(t^{3}\right)
$$

## B. 2 Lie derivative of tensor fields along vector fields

A smooth tensor field $K$ of type $(r, s), r, s \in \mathbb{N}$, on $\mathbb{R}^{n}$ is a smooth map

$$
K: \mathcal{O} \rightarrow\left(\mathbb{R}^{n}\right)^{\otimes r} \otimes\left(\mathbb{R}^{n *}\right)^{\otimes s}
$$

where $\mathbb{R}^{n *}$ denotes the dual space of $\mathbb{R}^{n}$. By convention a $(0,0)$ tensor is a smooth function $f: \mathcal{O} \rightarrow \mathbb{R}$. Any $(r, s)$ smooth tensor field $K$ can therefore be written

$$
K=V_{1} \otimes \cdots \otimes V_{r} \otimes \alpha_{1} \otimes \cdots \otimes \alpha_{s}
$$

where the $V_{i}$ 's are smooth vector fields and the $\alpha_{i}$ 's smooth one-forms, i.e. applications $\mathcal{O} \rightarrow \mathbb{R}^{n *}$. Let $\phi: \mathcal{O}^{\prime} \rightarrow \mathcal{O}$ denote a diffeomorphism between two open domains in $\mathbb{R}^{n}$, the pull-back of a smooth one-form $\alpha: \mathcal{O} \rightarrow \mathbb{R}^{n *}$ by the map $\phi$ is the smooth one-form on $\mathcal{O}^{\prime}$ defined by,

$$
\phi^{*} \alpha(x)=\alpha_{\phi(x)}(d \phi(x)), x \in \mathcal{O}^{\prime}
$$

The pull-back by $\phi$ can now be defined on any $(r, s)$ smooth tensor field $K$ in the following way:
(1) If $K$ is of type ( 0,0 ), i.e. if $K$ is a smooth function $f: \mathcal{O} \rightarrow \mathbb{R}$, then

$$
\phi^{*} f(x)=(f \circ \phi)(x), x \in \mathcal{O}^{\prime}
$$

(2) If

$$
K=V_{1} \otimes \cdots \otimes V_{r} \otimes \alpha_{1} \otimes \cdots \otimes \alpha_{s}
$$

then

$$
\phi^{*} K=\phi^{*} V_{1} \otimes \cdots \otimes \phi^{*} V_{r} \otimes \phi^{*} \alpha_{1} \otimes \cdots \otimes \phi^{*} \alpha_{s}
$$

Thanks to this action we are now able to define the notion of Lie derivative along a given vector field. Let $V$ denote a smooth vector field on $\mathcal{O}$ and let $K$ denote a smooth $(r, s)$ tensor field also defined on $\mathcal{O}$. We define the Lie derivative of $K$ along $V$ as the smooth $(r, s)$ tensor field on $\mathcal{O}$ given by

$$
\mathcal{L}_{V} K=\left(\frac{d}{d t}\right)_{t=0}\left(e^{t V}\right)^{*} K
$$

The Lie derivative along a vector field $V$ enjoys the following properties:
(1) If $f$ is a smooth function $\mathcal{O} \rightarrow \mathbb{R}$, then

$$
\mathcal{L}_{V} f=V f
$$

(2) If $K$ is a smooth $(r, s)$ tensor field and $V^{\prime}$ a smooth vector field

$$
\mathcal{L}_{\left[V, V^{\prime}\right]} K=\left[\mathcal{L}_{V}, \mathcal{L}_{V^{\prime}}\right] K=\left(\mathcal{L}_{V} \mathcal{L}_{V^{\prime}}-\mathcal{L}_{V^{\prime}} \mathcal{L}_{V}\right) K
$$

## B. 3 Exterior forms and exterior derivative

For $k \geq 0$, denote $\wedge^{k} \mathbb{R}^{n}$ the space of skew symmetric $k$ multilinear maps $\left(\mathbb{R}^{n}\right)^{p} \rightarrow \mathbb{R}$. For $\alpha \in \wedge^{k} \mathbb{R}^{n}, \beta \in \wedge^{l} \mathbb{R}^{n}$, we define $\alpha \wedge \beta \in \wedge^{k+l} \mathbb{R}^{n}$ in the following way: For any $\left(u_{1}, \ldots, u_{k+l}\right) \in\left(\mathbb{R}^{n}\right)^{k+l}$,

$$
(\alpha \wedge \beta)\left(u_{1}, \ldots, u_{k+l}\right)=\sum \operatorname{sign}(\sigma) \alpha\left(u_{\sigma(1)}, \ldots, u_{\sigma(k)}\right) \beta\left(v_{\sigma(k+1)}, \ldots, v_{\sigma(k+l)}\right)
$$

where the sum is taken over all shuffles; that is, permutations $\sigma$ of $\{1, \ldots, k+$ $l\}$ such that $\sigma(1)<\ldots<\sigma(k)$ and $\sigma(k+1)<\ldots<\sigma(k+l)$. Besides the bilinearity, the basic properties of the wedge product $\wedge$ are the following. For $\alpha \in \wedge^{k} \mathbb{R}^{n}, \beta \in \wedge^{l} \mathbb{R}^{n}, \gamma \in \wedge^{m} \mathbb{R}^{n}$ :
(1) $\alpha \wedge \beta=(-1)^{k l} \beta \wedge \alpha$;
(2) $\alpha \wedge(\beta \wedge \gamma)=(\alpha \wedge \beta) \wedge \gamma$.

If ( $\alpha^{1}, \ldots, \alpha^{n}$ ) denotes the canonical basis of the dual space of $\mathbb{R}^{n}$, then it is easily seen that the family

$$
\left\{\alpha^{i_{1}} \wedge \ldots \wedge \alpha^{i_{k}}, 1 \leq i_{1}<\ldots<i_{k} \leq n\right\}
$$

is a basis for $\wedge^{k} \mathbb{R}^{n}$. It follows that for $k>n, \wedge^{k} \mathbb{R}^{n}=\{0\}$, while for $0<k \leq n, \wedge^{k} \mathbb{R}^{n}$ is a vector space with dimension $\binom{n}{k}$. The direct sum of the spaces $\wedge^{k} \mathbb{R}^{n}, k \geq 0$ together with its structure as a real vector space and multiplication induced by $\wedge$, is called the exterior algebra of $\mathbb{R}^{n}$. It is a vector space with dimension $2^{n}$, which is denoted $\wedge \mathbb{R}^{n}$.

An exterior differential $k$-form on $\mathbb{R}^{n}$ is a smooth mapping $\alpha: \mathbb{R}^{n} \rightarrow$ $\wedge^{k} \mathbb{R}^{n}$. The set of differential $k$-forms shall be denoted $\Omega^{k}\left(\mathbb{R}^{n}\right)$. The following fact is fundamental. There is a unique family of mappings $\mathbf{d}^{k}: \Omega^{k}\left(\mathbb{R}^{n}\right) \rightarrow \Omega^{k+1}\left(\mathbb{R}^{n}\right)(k=0, \ldots, n)$, which we merely denote by $\mathbf{d}$, called the exterior derivative on $\mathbb{R}^{n}$ such that:
(1) $\mathbf{d}$ is a $\wedge$ antiderivation. That is, $\mathbf{d}$ is $\mathbb{R}$ linear and for $\alpha \in \Omega^{k}\left(\mathbb{R}^{n}\right), \beta \in$ $\Omega^{l}\left(\mathbb{R}^{n}\right)$,

$$
\mathbf{d}(\alpha \wedge \beta)=\mathbf{d} \alpha \wedge \beta+(-1)^{k} \alpha \wedge \mathbf{d} \beta
$$

(2) If $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a smooth map, then $\mathbf{d} f$ is the differential of $f$;
(3) $\mathbf{d} \circ \mathbf{d}=0$ (that is, $\mathbf{d}^{k+1} \circ \mathbf{d}^{k}=0$ ).

The link between the exterior derivative and the Lie bracket of vector fields is given by the following formula which is due to E. Cartan: For any differential one-form $\alpha$ and any smooth vector fields $U$ and $V$,

$$
\mathbf{d} \alpha(U, V)=\left(\mathcal{L}_{U} \alpha\right)(V)-\left(\mathcal{L}_{V} \alpha\right)(U)-\alpha([U, V])
$$

where $\mathcal{L}$ denotes the Lie derivative.

## B. 4 Lie groups and Lie algebras

A Lie group $\mathbb{G}$ is a group that is also an analytic manifold, such that the group operations $\mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}$ and $\mathbb{G} \rightarrow \mathbb{G}$ given by $(g, h) \rightarrow g h$ and $g \rightarrow g^{-1}$ are analytic maps. Let $\mathbf{e}$ denote the identity element of $\mathbb{G}$. For each $g \in \mathbb{G}$ we have left and right translations $\mathbf{L}_{g}$ and $\mathbf{R}_{g}$, diffeomorphisms on $\mathbb{G}$ defined by $\mathbf{L}_{g}(h)=g h$ and $\mathbf{R}_{g}(h)=h g$. A smooth vector field $V$ on
$\mathbb{G}$ is said to be left-invariant if for any $g \in \mathbb{G}$,

$$
\mathbf{L}_{g}^{*} V=V .
$$

The set of left-invariant vector fields on $\mathbb{G}$ is a linear space called the Lie algebra of $\mathbb{G}$ and is denoted $\mathfrak{g}$. The evaluation map $V \rightarrow V(\mathbf{e})$ provides a linear isomorphism between $\mathfrak{g}$ and the tangent space to $\mathbb{G}$ at the identity. Therefore $\mathfrak{g}$ is a finite dimensional vector space whose dimension is the dimension of $\mathbb{G}$. An important point is that $\mathfrak{g}$ is closed under the bracket operation. Namely, for $V_{1}, V_{2} \in \mathfrak{g},\left[V_{1}, V_{2}\right] \in \mathfrak{g}$. There is a natural map from $\mathfrak{g}$ to $\mathbb{G}$, the exponential map, defined as follows. It is possible to show that a left-invariant vector field $V$ defines a global flow on $\mathbb{G}$, that is $e^{t V}$ is defined for every $t \in \mathbb{R}$. In particular, it is defined for $t=1$. The map $\mathfrak{g} \rightarrow \mathbb{G}, V \rightarrow e^{V}(\mathbf{e})$, is called the exponential map (by a slight abuse of notation, we shall still denote $\left.e^{V}=e^{V}(\mathbf{e})\right)$. The exponential map is a diffeomorphism from a neighborhood of 0 in $\mathfrak{g}$ onto a neighborhood of $\mathbf{e}$ in $\mathbb{G}$, and its differential map at 0 is the identity. Nevertheless, let us mention that, in general, the exponential map is neither a global diffeomorphism, nor a local homomorphism, nor even a surjection. It is easily seen from the properties of the exponential of vector fields that for $V \in \mathfrak{g}, s, t \in \mathbb{R}$,

$$
e^{s V} e^{t V}=e^{(s+t) V}
$$

More generally, if $V_{1}, V_{2} \in \mathfrak{g}$ commute, that is $\left[V_{1}, V_{2}\right]=0$, then

$$
e^{V_{1}} e^{V_{2}}=e^{V_{2}} e^{V_{1}} .
$$

It is of course possible to define the notion of Lie algebra independently of the notion of Lie group. Namely, an abstract Lie algebra is a vector space $\mathfrak{L}$, equipped with a bilinear map $[\cdot, \cdot]: \mathfrak{L} \times \mathfrak{L} \rightarrow \mathfrak{L}$ such that:
(1) $[X, Y]=-[Y, X]$ for $X, Y \in \mathfrak{L}$;
(2) $[X,[Y, Z]]+[Y,[Z, X]]+[Z,[X, Y]]=0$ for $X, Y, Z \in \mathfrak{L}($ Jacobi Identity $)$.

If $\mathfrak{L}$ is an abstract Lie algebra, the universal envelopping algebra $\mathcal{A}(\mathfrak{L})$ is defined as

$$
\mathcal{A}(\mathfrak{L})=\mathfrak{L}_{\mathbb{C}}^{\otimes} / \mathcal{J},
$$

where,
(1) $\mathfrak{L}_{\mathbb{C}}$ is the complexification of $\mathfrak{g}$,
(2) $\mathfrak{L}_{\mathbb{C}}^{\otimes}=\oplus_{k=0}^{\infty} \mathfrak{L}_{\mathbb{C}}^{\otimes k}$,
(3) $\mathcal{J}$ is the two-sided ideal generated by

$$
\left\{X \otimes Y-Y \otimes X-[X, Y], X, Y \in \mathfrak{L}_{\mathbb{C}}\right\}
$$

In the case where $\mathfrak{L}$ is the Lie algebra of a Lie group $\mathbb{G}, \mathcal{A}(\mathfrak{L})$ can be identified with the set of all left-invariant operators on $\mathbb{G}$. Besides vector fields there are many interesting left-invariant differential operators on $\mathbb{G}$. For instance, up to a constant multiple, there is a unique left-invariant measure on $\mathbb{G}$ which is called a (left) Haar measure. In many but not all cases left Haar measure is also right Haar measure; In that case $\mathbb{G}$ is said to be unimodular. For instance all compact Lie groups are unimodular. Besides the Carnot groups, studied extensively in this book, there are some particular Lie groups of matrices that we want to mention.

Example B. 1 In the following examples we indicate the Lie groups and the corresponding Lie algebras. The exponential map is simply the usual exponential of matrices and the Lie bracket is given by the commutator $[A, B]=A B-B A$. Let $n \in \mathbb{N}, n>1, \mathbb{K}=\mathbb{R}$ or $\mathbb{C}$, and $\mathcal{M}_{n}(\mathbb{K})$ the set of $n \times n$ matrices with entries in $\mathbb{K}$.
(1)

$$
\mathbf{G} \mathbf{L}_{n}(\mathbb{K})=\left\{A \in \mathcal{M}_{n}(\mathbb{K}), \operatorname{det} A \neq 0\right\}, \mathfrak{g l}_{n}(\mathbb{K})=\mathcal{M}_{n}(\mathbb{K})
$$

$$
\begin{equation*}
\mathbf{S L}_{n}(\mathbb{K})=\left\{A \in \mathcal{M}_{n}(\mathbb{K}), \operatorname{det} A=1\right\}, \mathfrak{s l}_{n}(\mathbb{K})=\left\{A \in \mathcal{M}_{n}(\mathbb{K}), \operatorname{Tr} A=0\right\} \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{O}_{n}(\mathbb{R})=\left\{A \in \mathbf{G L}_{n}(\mathbb{R}), A^{t}=A^{-1}\right\}, \mathfrak{o}_{n}(\mathbb{R})=\left\{A \in \mathcal{M}_{n}(\mathbb{R}), A^{t}=-A\right\} \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{U}_{n}(\mathbb{C})=\left\{A \in \mathbf{G L}_{n}(\mathbb{C}), A^{*}=A^{-1}\right\}, \mathfrak{u}_{n}(\mathbb{C})=\left\{A \in \mathcal{M}_{n}(\mathbb{C}), A^{*}=-A\right\} \tag{4}
\end{equation*}
$$

## B. 5 The Baker-Campbell-Hausdorff formula

The Baker-Campbell-Hausdorff formula shows, and this is a priori a non obvious fact, that the multiplication law in a Lie group is determined uniquely and very explicitly by the Lie algebra structure, at least in a neighborhood of the identity. Let $\mathbb{G}$ be a Lie group and let $\mathfrak{g}$ be its Lie algebra. We have seen that if $X, Y \in \mathfrak{g}$ satisfy $[X, Y]=0$ then $e^{X} e^{Y}=e^{Y} e^{X}$. It is
actually easy to check that under this commutation assumption, we have $e^{X} e^{Y}=e^{X+Y}$. This formula is not true for arbitrary $X, Y \in \mathfrak{g}$. Nevertheless, the question arises naturally whether one can obtain an explicit formula for $e^{X} e^{Y}$. This is the content of the Baker-Campbell-Hausdorff formula which reads

$$
e^{X} e^{Y}=e^{\mathcal{P}(X, Y)},
$$

where $X$ and $Y$ are elements of $\mathfrak{g}$ in a sufficiently small neighborhood $U$ of 0 , and where the map $\mathcal{P}: U \times U \rightarrow \mathfrak{g}$ has a universal form which is independent of $\mathbb{G}$. Let us precise the form of $\mathcal{P}$ (the formula we give comes from [Dynkin (1947)], but referred to as the Specht-Wever theorem in [Jacobson (1962)]). For this, we introduce some notations. For $X \in \mathfrak{g}$, let $\operatorname{ad} X$ denote the linear endomorphism $\mathfrak{g} \rightarrow \mathfrak{g}$ given by $(\boldsymbol{a d} X)(Y)=[X, Y]$, $Y \in \mathfrak{g}$. We have,

$$
\begin{equation*}
\mathcal{P}(X, Y)=\sum_{k=1}^{+\infty} \frac{(-1)^{k-1}}{k} \sum \frac{(\mathbf{a d} Y)^{q_{k}}(\mathbf{a d} X)^{p_{k}} \cdots(\mathbf{a d} Y)^{q_{1}}(\mathbf{a d} X)^{p_{1}}}{\left(\sum_{l=1}^{k}\left(p_{l}+q_{l}\right)\right)\left(\prod_{l=1}^{k} p_{l}!q_{l}!\right)} \tag{B.2}
\end{equation*}
$$

where the inner sum is over the set of nonnegative integers $\left(p_{i}, q_{i}\right)$ such that

$$
p_{i}+q_{i}>0,
$$

(of course either $p_{1}=1$ or $p_{1}=0, q_{1}=1$ ), and we used the convention $(\operatorname{ad} X)^{1}=X$. We have a simple generalization of (B.2) for more than two exponentials:

$$
e^{X_{1}} \cdots e^{X_{n}}=e^{\mathcal{P}\left(X_{1}, \cdots, X_{n}\right)}
$$

where $\mathcal{P}\left(X_{1}, \cdots, X_{n}\right)$ is given by

$$
\sum_{k=1}^{+\infty} \frac{(-1)^{k-1}}{k} \sum \frac{\left(\mathbf{a d} X_{n}\right)^{p_{k, n}} \cdots\left(\mathbf{a d} X_{1}\right)^{p_{k, 1} \cdots\left(\mathbf{a d} X_{n}\right)^{p_{1, n}} \cdots\left(\mathbf{a d} X_{1}\right)^{p_{1,1}}}}{\left(\sum_{l, m=1}^{k} p_{l, m}\right)\left(\prod_{l, m=1}^{k} p_{l, m}!\right)}
$$

the inner sum being taken over all nonnegative integers such that

$$
\sum_{m=1}^{n} p_{l, m}>0, l=1, \cdots, k
$$

Actually, the universality of $\mathcal{P}$ actually stems from a purely algebraic identity between formal series. Indeed, let us denote by $\mathbb{R}\left[\left[X_{1}, \ldots, X_{d}\right]\right]$ the
non-commutative algebra of formal series with $d$ indeterminates. The exponential of $Y \in \mathbb{R}\left[\left[X_{1}, \ldots, X_{d}\right]\right]$ is defined by

$$
e^{Y}=\sum_{k=0}^{+\infty} \frac{Y^{k}}{k!}
$$

Now, define the bracket between two elements $Y$ and $Z$ of $\mathbb{R}\left[\left[X_{1}, \ldots, X_{d}\right]\right]$ by

$$
[Y, Z]=Y Z-Z Y
$$

and denote by ad the map defined by $(\operatorname{ad} Y) Z=[Y, Z]$. In this context, the Baker-Campbell-Hausdorff formula reads

$$
e^{Y} e^{Z}=e^{\mathcal{P}(Y, Z)}
$$

where

$$
\begin{equation*}
\mathcal{P}(Y, Z)=\sum_{k=1}^{+\infty} \frac{(-1)^{k-1}}{k} \sum \frac{(\mathbf{a d} Z)^{q_{k}}(\mathbf{a d} Y)^{p_{k}} \cdots(\mathbf{a d} Z)^{q_{1}}(\mathbf{a d} Y)^{p_{1}}}{\left(\sum_{l=1}^{k}\left(p_{l}+q_{l}\right)\right)\left(\prod_{l=1}^{k} p_{l}!q_{l}!\right)} \tag{B.3}
\end{equation*}
$$

and, as before, the inner sum is over the set of nonnegative integers $\left(p_{i}, q_{i}\right)$ such that

$$
p_{i}+q_{i}>0 .
$$

Observe now that since

$$
e^{Y} e^{Z}=1+\sum_{p+q>0} \frac{Y^{p} Z^{q}}{p!q!}
$$

and

$$
\ln \left(e^{Y} e^{Z}\right)=\sum_{m=1}^{+\infty} \frac{(-1)^{m-1}}{m}\left(e^{Y} e^{Z}-1\right)^{m}
$$

the formula (B.3) can also be written as

$$
\sum_{m=1}^{+\infty} \frac{(-1)^{m-1}}{m}\left(\sum_{p+q>0} \frac{Y^{p} Z^{q}}{p!q!}\right)^{m}=\mathcal{P}(Y, Z)
$$

More generally, in the same way, we have for $Y_{1}, \ldots, Y_{n} \in \mathbb{R}\left[\left[X_{1}, \ldots, X_{d}\right]\right]$,

$$
\begin{equation*}
\sum_{m=1}^{+\infty} \frac{(-1)^{m-1}}{m}\left(\sum_{p_{1}+\cdots+p_{n}>0} \frac{Y_{1}^{p_{1}} \cdots Y_{n}^{p_{n}}}{p_{1}!\cdots p_{n}!}\right)^{m}=\mathcal{P}\left(Y_{1}, \cdots, Y_{n}\right) \tag{B.4}
\end{equation*}
$$

where $\mathcal{P}\left(Y_{1}, \cdots, Y_{n}\right)$ is given by

$$
\sum_{k=1}^{+\infty} \frac{(-1)^{k-1}}{k} \sum \frac{\left(\mathbf{a d} Y_{n}\right)^{p_{k, n}} \cdots\left(\mathbf{a d} Y_{1}\right)^{p_{k, 1}} \cdots\left(\mathbf{a d} Y_{n}\right)^{p_{1, n}} \cdots\left(\mathbf{a d} Y_{1}\right)^{p_{1,1}}}{\left(\sum_{l, m=1}^{k} p_{l, m}\right)\left(\prod_{l, m=1}^{k} p_{l, m}!\right)},
$$

the inner sum being, as before, taken over all nonnegative integers such that

$$
\sum_{m=1}^{n} p_{l, m}>0, l=1, \cdots, k
$$

This is this version of the Baker-Campbell-Hausdorff formula which is used in the proof of the Chen-Strichartz formula.

## B. 6 Nilpotent Lie groups

An abstract Lie algebra $\mathfrak{L}$ is said to be nilpotent if for any $X \in \mathfrak{L}$, the map $\operatorname{ad} X: Y \rightarrow[X, Y]$ is a nilpotent endomorphism of $\mathfrak{L}$. A Lie group $\mathbb{G}$ is said to be nilpotent if its Lie algebra $\mathfrak{g}$ is a nilpotent Lie algebra. If $\mathbb{G}$ is a nilpotent Lie group, then the Baker-Campbell-Hausdorff is global. Indeed, in that case, from Dynkyn's formula (B.2) there exists a Lie polynomial $\mathcal{P}: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$, with rational coefficients, such that for any $X, Y \in \mathfrak{g}$,

$$
e^{X} e^{Y}=e^{\mathcal{P}(X, Y)}
$$

According to (B.2), the first terms of $\mathcal{P}$ are the following:

$$
\begin{aligned}
\mathcal{P}(X, Y)= & X+Y+\frac{1}{2}[X, Y]+\frac{1}{12}[[X, Y], Y]-\frac{1}{12}[[X, Y], X] \\
& -\frac{1}{48}[Y,[X,[X, Y]]]-\frac{1}{48}[X,[Y,[X, Y]]]+\cdots .
\end{aligned}
$$

Moreover if $\mathbb{G}$ is simply connected then the exponential map $\mathfrak{g} \rightarrow \mathbb{G}$ is a diffeomorphism. In that case, the group law of $\mathbb{G}$ is thus fully characterized by the Lie algebra structure of $\mathfrak{g}$. It can also be shown that a nilpotent Lie group can always be seen as a group of unipotent matrices.

## B. 7 Free Lie algebras and Hall basis

In this section we describe the construction of a linear basis in the free Lie algebra with $d$ generators. Let $Z$ be the set of the $d$ indeterminates $X_{1}, \ldots, X_{d}$. Let $\mathfrak{L}_{0}$ be an abstract Lie algebra and $i: Z \rightarrow \mathfrak{L}_{0}$ a mapping. The Lie algebra $\mathfrak{L}_{0}$ is called free over $Z$ if for any abstract Lie algebra $\mathfrak{L}$
and any mapping $f: Z \rightarrow \mathfrak{L}$, there is a unique Lie algebra homomorphism $\tilde{f}: \mathfrak{L}_{0} \rightarrow \mathfrak{L}$ such that $f=\tilde{f} \circ i$. It can be shown that there is a free Lie algebra over $Z$ which is unique up to isomorphism. This Lie algebra is called the free Lie algebra with the $d$ generators $X_{1}, \ldots, X_{d}$. It shall be denoted $\mathfrak{L}\left(X_{1}, \ldots, X_{d}\right)$. Denote now $\mathcal{M}(Z)$ the free monoid over $Z, l(h)$ the length of a word $l \in \mathcal{M}(Z)$ and $\mathcal{M}^{i}(Z)$ the set of all length $i$ words. A Hall family over $Z$ is an arbitrary linearly ordered subset $H \subset \mathcal{M}(Z)$ such that:
(1) If $u, v \in H$ and $l(u)<l(v)$ then $u<v$;
(2) $Z \subset H$;
(3) $H \cap \mathcal{M}^{2}(Z)=\{x y, x, y \in Z, x<y\}$;
(4) $H-\left(\mathcal{M}^{2}(Z) \cup Z\right)=\{a(b c), a, b, c \in H, b \leq a<b c, b<c\}$.

Define a mapping $\theta: \mathcal{M}(Z) \rightarrow \mathfrak{L}\left(X_{1}, \ldots, X_{d}\right)$ as follows. Take a word from $\mathcal{M}(Z)$ and replace all round brackets with Lie brackets (e.g. $X_{1} X_{2}$ becomes [ $X_{1}, X_{2}$ ], $X_{1}\left(X_{1} X_{2}\right)$ becomes [ $\left.X_{1},\left[X_{1}, X_{2}\right]\right]$, etc...). Then the HallWitt theorem asserts that $\theta$ maps $H$ into a homogeneous linear basis in $\mathfrak{L}\left(X_{1}, \ldots, X_{d}\right)$.

## B. 8 Basic Riemannian geometry

Let $V_{1}, \ldots, V_{n}$ be $C^{\infty}$ bounded vector fields on $\mathbb{R}^{n}$ such that for every $x \in \mathbb{R}^{n}$, $\left(V_{1}(x), \ldots, V_{n}(x)\right)$ is a basis of $\mathbb{R}^{n}$;

Let us denote $\left(\theta^{1}, \ldots, \theta^{n}\right) \in \Omega^{1}\left(\mathbb{R}^{n}\right)^{n}$ the dual basis of $\left(V_{1}, \ldots, V_{n}\right)$. The first invariant associated with the system $\left(V_{1}, \ldots, V_{n}\right)$ is the family of scalar products $\left(g_{x}\right)_{x \in \mathbb{R}^{n}}$ on $\mathbb{R}^{n}$ obtained by declaring that for any $x \in \mathbb{R}^{n}$, the family $\left(V_{1}(x), \ldots, V_{n}(x)\right)$ is orthonormal. The following theorem is the fundamental theorem of Riemannian geometry.

Theorem B. 1 There is a unique matrix of one-forms $\omega=\left(\omega_{j}^{i}\right)_{1 \leq i, j \leq n}$ such that:
(1) $\mathbf{d} \theta+\omega \wedge \theta=0$, that is, for any $1 \leq i \leq n, \mathbf{d} \theta^{i}+\sum_{j=1}^{n} \omega_{j}^{i} \wedge \theta^{j}=0$;
(2) $\omega^{t}=-\omega$, that is, for any $1 \leq i, j \leq n, \omega_{j}^{i}=-\omega_{i}^{j}$.

The matrix of one-forms $\omega$ is called the connection form, and the equations

$$
\mathbf{d} \theta+\omega \wedge \theta=0, \omega^{t}=-\omega
$$

the first structural equations. Recall now that a connection $\nabla$ on $\mathbb{R}^{n}$ is simply a convention for differentiating a vector field along another vector
field. If we denote by $\mathcal{V}\left(\mathbb{R}^{n}\right)$ the set of smooth vector fields on $\mathbb{R}^{n}$, it is more precisely a map

$$
\nabla: \mathcal{V}\left(\mathbb{R}^{n}\right) \times \mathcal{V}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{V}\left(\mathbb{R}^{n}\right)
$$

such that for any $U, V, W \in \mathcal{V}\left(\mathbb{R}^{n}\right)$ and any smooth $f, g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ :
(1) $\nabla_{f U+g V} W=f \nabla_{U} W+g \nabla_{V} W$;
(2) $\nabla_{U}(V+W)=\nabla_{U} V+\nabla_{U} W$;
(3) $\nabla_{U}(f V)=f \nabla_{U} V+U(f) V$.

Since, by assumption, for any $x \in \mathbb{R}^{n}$, the family of vectors $\left(V_{1}(x), \ldots, V_{n}(x)\right)$ is a basis for $\mathbb{R}^{n}$, it is easily seen that the vector fields $\nabla_{V_{i}} V_{j}, 1 \leq i, j \leq n$ entirely characterize a connection $\nabla$. Thus, by using our connection form $\omega$ we can generate a connection $\nabla$ by declaring that for any $1 \leq i, j \leq n$,

$$
\nabla_{V_{i}} V_{j}=\sum_{k=1}^{n} \omega_{j}^{k}\left(V_{i}\right) V_{k}
$$

The connection $\nabla$ is called the Levi-Civita connection associated with the elliptic system $\left(V_{1}, \ldots, V_{n}\right)$. This connection enjoys the two following additional properties:
(1) It is torsion free, that is, for any smooth vector fields $X, Y$,

$$
\nabla_{U} V-\nabla_{V} U=[U, V]
$$

(2) It is metric, that is, for any smooth vector fields $U, V, W$,

$$
U(g(V, W))=g\left(\nabla_{U} V, W\right)+g\left(V, \nabla_{U} W\right)
$$

Let us now turn to the second structural equations. The equations

$$
\Omega=\mathbf{d} \omega+\omega \wedge \omega
$$

that is,

$$
\Omega_{j}^{i}=\mathbf{d} \omega_{j}^{i}+\sum_{k=1}^{n} \omega_{k}^{i} \wedge \omega_{j}^{k}, 1 \leq i, j \leq n,
$$

define a skew-symmetric matrix of 2-forms such that for any smooth vector fields $X, Y$,

$$
\sum_{i=1}^{n} \Omega_{j}^{i}(X, Y) V_{i}=\nabla_{X} \nabla_{Y} V_{j}-\nabla_{Y} \nabla_{X} V_{j}-\nabla_{[X, Y]} V_{j}, 1 \leq j \leq n
$$

The (1,3)-tensor $\mathbf{R}$ defined by the property that for any smooth vector fields $X, Y, Z$,

$$
\mathbf{R}(X, Y) Z=\nabla_{X} \nabla_{Y} Z-\nabla_{Y} \nabla_{X} Z-\nabla_{[X, Y]} Z
$$

is called the Riemannian curvature tensor of $\nabla$ while the matrix of twoforms $\Omega$ is called the curvature form. The Ricci curvature Ric is a trace of the Riemannian curvature, it is the $(0,2)$ tensor defined by

$$
\boldsymbol{\operatorname { R i c }}(X, Y)=\sum_{i=1}^{n} g\left(\mathbf{R}\left(X, V_{i}\right) V_{i}, Y\right)
$$

Observe that we also have

$$
\boldsymbol{\operatorname { R i c }}(X, Y)=\sum_{i, j=1}^{n} \Omega_{i}^{j}\left(X, V_{i}\right) \theta^{j}(Y)
$$

The Ricci transform Ric ${ }^{*}$ is defined as the symmetric $(1,1)$ tensor

$$
\mathbf{R i c}^{*}(X)=\sum_{i=1}^{n} \mathbf{R}\left(X, V_{i}\right) V_{i}
$$

We also have

$$
\operatorname{Ric}^{*}(X)=\sum_{i, j=1}^{n} \Omega_{i}^{j}\left(X, V_{i}\right) V_{j}
$$

The last curvature quantity we wish to mention is the scalar curvature $\mathbf{s}$, it is the function defined by

$$
\mathbf{s}=\sum_{i=1}^{n} g\left(\mathbf{R i c}^{*}\left(V_{i}\right), V_{i}\right)
$$

At this point, this is probably useful to see an example to understand how all this works in action.

Example B. 2 Let us consider on the Lie group $\mathbf{S O}(3)$ the left invariant frame generated by

$$
V_{1}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), V_{2}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right), V_{3}=\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right)
$$

Let us recall that the following commutation relations hold

$$
\left[V_{1}, V_{2}\right]=V_{3},\left[V_{2}, V_{3}\right]=V_{1},\left[V_{3}, V_{1}\right]=V_{2}
$$

For the dual frame $\theta=\left(\theta^{1}, \theta^{2}, \theta^{3}\right)$, we have

$$
\begin{aligned}
d \theta^{1} & =-\theta^{2} \wedge \theta^{3} \\
d \theta^{2} & =-\theta^{3} \wedge \theta^{1} \\
d \theta^{3} & =-\theta^{1} \wedge \theta^{2}
\end{aligned}
$$

Thus, to find the connection form, we have to solve the system

$$
\begin{aligned}
& \theta^{2} \wedge \theta^{3}=\omega_{2}^{1} \wedge \theta^{2}+\omega_{3}^{1} \wedge \theta^{3} \\
& \theta^{3} \wedge \theta^{1}=-\omega_{2}^{1} \wedge \theta^{1}+\omega_{3}^{2} \wedge \theta^{3} \\
& \theta^{1} \wedge \theta^{2}=-\omega_{3}^{1} \wedge \theta^{1}+\omega_{3}^{1} \wedge \theta^{2}
\end{aligned}
$$

The previous system admits the unique solution

$$
\omega=\frac{1}{2}\left(\begin{array}{ccc}
0 & -\theta^{3} & \theta^{2} \\
\theta^{3} & 0 & -\theta^{1} \\
-\theta^{2} & \theta^{1} & 0
\end{array}\right)
$$

To find the curvature form, we first compute

$$
d \omega=\frac{1}{2}\left(\begin{array}{ccc}
0 & \theta^{1} \wedge \theta^{2} & -\theta^{3} \wedge \theta^{1} \\
-\theta^{1} \wedge \theta^{2} & 0 & \theta^{2} \wedge \theta^{3} \\
\theta^{3} \wedge \theta^{1} & -\theta^{2} \wedge \theta^{3} & 0
\end{array}\right)
$$

and then,

$$
\begin{aligned}
\omega \wedge \omega & =\frac{1}{4}\left(\begin{array}{ccc}
0 & -\theta^{3} & \theta^{2} \\
\theta^{3} & 0 & -\theta^{1} \\
-\theta^{2} & \theta^{1} & 0
\end{array}\right) \wedge\left(\begin{array}{ccc}
0 & -\theta^{3} & \theta^{2} \\
\theta^{3} & 0 & -\theta^{1} \\
-\theta^{2} & \theta^{1} & 0
\end{array}\right) \\
& =\frac{1}{4}\left(\begin{array}{ccc}
0 & \theta^{2} \wedge \theta^{1} & \theta^{3} \wedge \theta^{1} \\
-\theta^{2} \wedge \theta^{1} & 0 & \theta^{3} \wedge \theta^{2} \\
-\theta^{3} \wedge \theta^{1}-\theta^{3} \wedge \theta^{2} & 0
\end{array}\right) .
\end{aligned}
$$

Therefore,

$$
\Omega=d \omega+\omega \wedge \omega=\frac{1}{4}\left(\begin{array}{ccc}
0 & \theta^{1} \wedge \theta^{2} & -\theta^{3} \wedge \theta^{1} \\
-\theta^{1} \wedge \theta^{2} & 0 & \theta^{2} \wedge \theta^{3} \\
\theta^{3} \wedge \theta^{1} & -\theta^{2} \wedge \theta^{3} & 0
\end{array}\right)
$$

It follows immediately that for every smooth vector fields $X, Y$ on $\mathbf{S O}(3)$

$$
\begin{gathered}
\mathbf{R}\left(X, V_{i}\right) V_{i}=\frac{1}{4} X, i=1,2,3 \\
\mathbf{R i c}(X, Y)=\frac{3}{4} g(X, Y)
\end{gathered}
$$

$$
\boldsymbol{\operatorname { R i c }}^{*}(X)=\frac{3}{4} X
$$

and

$$
\mathbf{s}=\frac{9}{4}
$$

Observe that the same computations could have been performed on $\mathbf{S U}(2)$.
There is a natural measure associated with the moving frame $\left(V_{1}, \ldots, V_{d}\right)$, the so-called Riemannian measure: This is the measure $\mu$ on $\mathbb{R}^{n}$ given by the density

$$
\frac{d \mu}{d L}(x)=\frac{1}{\left|\operatorname{det}\left(V_{1}(x), \ldots, V_{n}(x)\right)\right|}, \quad x \in \mathbb{R}^{n}
$$

where $L$ denotes the Lebesgue measure.
There is also a natural and fundamental second order elliptic differential operator, the Riemannian Laplacian which is given by

$$
\Delta=\sum_{i=1}^{n} V_{i}^{2}-\sum_{i=1}^{n} \nabla_{V_{i}} V_{i}
$$

This operator is a Riemannian invariant, that is, it does not depend on the chosen moving frame $\left(V_{1}, \ldots, V_{n}\right)$. More precisely, if $\varphi$ is a smooth map from $\mathbb{R}^{n}$ onto the set of $n \times n$ orthogonal matrices, then

$$
\sum_{i=1}^{n} U_{i}^{2}-\sum_{i=1}^{n} \nabla_{U_{i}} U_{i}=\sum_{i=1}^{n} V_{i}^{2}-\sum_{i=1}^{n} \nabla_{V_{i}} V_{i}
$$

where $U_{i}=\varphi\left(V_{i}\right)$. Observe that the sum of squares operator

$$
\sum_{i=1}^{n} V_{i}^{2}
$$

does not enjoy this property and is therefore not a Riemannian invariant. The term $\sum_{i=1}^{n} \nabla_{V_{i}} V_{i}$ is actually at the heart of the difference between Riemannian and Euclidean geometry.

One can define $\Delta$ in a more intrinsic way. Let us consider the adjoint $\mathbf{d}^{*}$ of the exterior derivative $\mathbf{d}$, that is $\mathbf{d}^{*}$ is defined by the property that for every smooth and compactly supported one-form $\alpha$ and any smooth and compactly supported function $f$, we have

$$
\int f \mathbf{d}^{*} \alpha d \mu=\int \alpha \mathbf{d} f d \mu
$$

Then, it can be shown that we have

$$
\Delta=-\mathbf{d}^{*} \circ \mathbf{d}
$$

A fundamental property of $\Delta$ which stems directly from the previous identity is that it is self-adjoint with respect to $\mu$ : For every smooth and compactly supported functions $f, g: \mathbb{R}^{n} \rightarrow \mathbb{R}$,

$$
\int f \Delta g d \mu=\int g \Delta f d \mu
$$
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[^0]:    ${ }^{1}$ A group law on $\mathbb{R}^{m}$ is said to be unimodular if the translations let the Lebesgue measure invariant.

