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Abstract

We provide an overview of the fundamentals in the theory of Dirichlet forms. Dirichlet
forms theory allows us to define Laplacians, PDEs and boundary conditions in very general
frameworks which do not require any kind of smooth structures including metric spaces
like fractals. In this mini-course, we will cover the following topics:

e Contraction semigroups, quadratic forms and generators in Hilbert spaces;

Dirichlet forms;

Examples of Dirichlet spaces: Riemannian manifolds, Fractals, Metric spaces;

The Gagliardo-Nirenberg interpolation theory in Dirichlet spaces.

Further topics
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Chapter 1

Semigroups, generators and
quadratic forms on Hilbert spaces

1.1 Preliminaries: Self-adjoint operators

Let (H,{-,-)) be a Hilbert space with norm || f||*> = (f, f) and let A be a H-valued densely
defined operator on a domain D(A). We recall the following basic definitions.

e The operator A is said to be closed if x,, — x in ‘H and Ax,, — y in H imply that
y = Azx.

e The operator A is said to be symmetric if for f,g € D(A),
(f, Ag) = (Af,9).

e The operator A is said to be non negative symmetric operator if it is symmetric and
if for f € D(A),
(f,Af) = 0.

It is said to be non positive, if for f € D(A),
(f,Af) <0.

e The adjoint A* of A is an operator defined on the domain

D(A") ={f e H:3c(f) 20,V g € D(A),[{f, Ag)| < e(S)llgll}-

Since for f € D(A*), the map g — (f, Ag) is bounded on D(A), it extends thanks
to Hahn-Banach theorem to H. The Riesz representation theorem allows then to
define A* by the formula

(A"f,9) = (f, Ag)
where g € D(A), f € D(A*). Since D(A) is dense, A* is uniquely defined.



e The operator A is said to be self-adjoint if it is symmetric and if D(A*) = D(A).

Let us observe that, in general, the adjoint A* is not necessarily densely defined, however it
is readily checked that if A is a symmetric operator then, from Cauchy-Schwarz inequality,
D(A) C D(A*). Thus, if A is symmetric, then A* is densely defined. The following result
is often useful.

Lemma 1.1.1. Let A : D(A) C H — H be an injective densely defined self-adjoint
operator. Let us denote by R(A) the range of A. The inverse operator

ATV R(A) - H
is a densely defined self-adjoint operator.
A major result in functional analysis is the spectral theorem.

Theorem 1.1.2 (Spectral theorem). Let A be a non negative self-adjoint operator on H.
There is a measure space (2, v), a unitary map U : L?(Q,v) — H and a non negative real
valued measurable function \ on 0 such that

U~TAU f(x) = A(@) f(2),

for x € Q, Uf € D(A). Moreover, given f € L*(Q,v), Uf belongs to D(A) if only if
fQ N f2dy < 400.

Definition 1.1.3. (Functional calculus) Let A be a non negative self-adjoint operator on
H. Let g : R>9 — R be a Borel function. With the notations of the spectral theorem, one
defines the operator g(A) by the requirement

U~ g(A)U f(x) = g\ (@) f(a),
with D(g(A)) = {UF, (g0 N\ f € LAQ)}.

Exercise 1.1.4. Show that if A is a non negative self-adjoint operator on H and g is a
bounded Borel function, then g(A) is a bounded operator on H.

1.2 Semigroups and generators

Definition 1.2.1. A strongly continuous self-adjoint contraction semigroup is a family of
self-adjoint operators (P;)i>0 : H — H such that:

1. For s,t >0, P,o Py = Psyy (semigroup property);
2. For every f € H, limy_o P,f = f (strong continuity);

3. For every f € H and t >0, ||P.f|| < || fl| (contraction property).



Theorem 1.2.2. Let (P;)i>0 be a strongly continuous self-adjoint contraction semigroup
on H. There exists a self-adjoint, non-positive and densely defined operator

A:D(A) - H

where

D(A) = {f €eH: lim Ptft_ / em’sts} ,

t—0

such that for f € D(A),

lim
t—0

Pf—f _
S

The operator A is called the generator of the semigroup (Pi)i>0. We also say that A
generates (P;)i>0. Conversely, if A is a densely defined non-positive self-adjoint operator
on H, then it is the generator of the strongly continuous self-adjoint contraction semigroup
on H defined as Py = e,

Proof. We first notice that the strong continuity assumption together with the semigroup
property imply that for every f € H, s — Psf is continuous. Let us then consider the
following bounded operators on H :
1 t
At = / PSdS.
t Jo

For f € H and h > 0, we have

%(PtAhf — Apf) = }jt/oh(Pst — Pyf)ds
_ % [ th+tPsfds—/0hPsfds}
_ }H hh+tPsfds+/thP5fds—/OhPsfds]
-/ (Punf — Pof)is.

Therefore, we obtain

lim T (Pdnf — Auf) = 1 (Puf — 1),

This implies,

{Apf:xeH,h >0} C {fG’H: }%Ptft_f exists}

Since limy,_,g Apf = f, we deduce that

{f eH: lim Ptft_ ! exists}

t—0



is dense in H. We can then consider

Af::limPtf_f

t—0 t ’

which is of course defined on the domain

D(A) = {f EH: }E}% Ptft_ / exists} .

The operator A is closed, indeed if f,, — f and Af, — ¢ then, using similar computations
as before,

n—-+o0o

1 [k 1 [h
Apg = h/ P,gds = lim h/ P, Af,ds
0 0

1 h
= lim lim/ Poiitfn — Psfnds
0

n—+oot—0 ht

Y
= Jim_Jim /0 Ponfn — Pufuds

=l (Pufu— fu) = 2 (Pf — 1)

n—-+o0o

Taking then the limit as h — 0 yields y = Axz. We now prove that A is a non positive
self-adjoint operator. First, one has for every f € H

)

t—0
o 2
o PAD I
t—0 t
P, 2 2
S 72 i
t—0 t

From its definition, it is plain that A is symmetric but proving self-adjointness is a little
more involved. Let A > 0. We will to prove that A\Id — A is a bijective operator D(A) — H
whose inverse is self-adjoint and conclude with the lemma 1.1.1.

The formal Laplace transform formula

+oo
/ e MetAdt = (A\Id — A) 7,
0

suggests that the operator
+oo
Ry = / e MPydt
0

is the inverse of AId — A. We show this is indeed the case. First, let us observe that Ry
is well-defined as a Riemann integral since t — P; is continuous and || P;|| < 1. We now



show that for f € H, Ryz € D(A). For h > 0,

P, —1d too P —1d
h " TRyf = / e M TP rar
0

h h
oo Py — P
:/ NP =P,
0 h
+oo P, — P,_
= e)‘h/ eI sTh hfds
h h
b h +o0
= <RA f— / e NP, fds — / eMP_p fds)
h 0 h
A b rh
e —1 e _
= Ryf— — SPsfd
N A A Jds

By letting h — 0, we deduce that Ry f € D(A) and moreover
AR\ = AR\ — .

Therefore we proved
(Md — AR, = 1d.

Furthermore, it is readily checked that, since A is closed, for f € D(A),

+o00 +o0o +o00o
AR f=A / e MNP fdt = / e MAP, fdt = / e MPAfdt = RyAf.
0 0 0

We therefore conclude
(Md — ARy, =Ry(A\ld — A) =1d.

Thus,
Ry = (Ad—A)"!,

The operator f0+oo e MPydt is seen to be self-adjoint (it is symmetric and bounded), thus
(Mld — A)~ ! is also self-adjoint. From the previous lemma 1.1.1, we deduce that AId — A
is self-adjoint, from which we conclude that A is self-adjoint (exercise !).

Conversely, let A be a densely defined non positive self-adjoint operator on H and define
P, = et4. More precisely, from spectral theorem, there is a measure space (£, v), a unitary
map U : L?(Q,v) — H and a non negative real valued measurable function A on 2 such
that

UTLAU f(z) = ~A(@) f(a),

for v € Q, Uf € D(A). We define then P, : H — H such that
U™ PUf(w) = e f(a),

and let as an exercise the proof that (P;):>0 is a strongly continuous self-adjoint contraction
semigroup on H with generator A. O



1.3 Quadratic forms and generators

Definition 1.3.1. A quadratic form £ on H is a non-negative definite, symmetric bilinear
form D(E) x D(E) — R, where D(E) is a dense subspace of H. A quadratic form € on H
is said to be closed if D(E) equipped with the norm

115y = N7 + ECF. f)

is a Hilbert space. A quadratic form £ on H is said to be closable it admits a closed
extension, i.e. there exists a closed quadratic form & such that D(E) C D(E) and &
coincides with € on D(E) x D(E).

Lemma 1.3.2. A quadratic form & is closable if and only if for any sequence f, in
D(E) such that f, — 0 in H and E(fn, — fm, fn — fm) — 0 when n,m — +oo one has

E(fWJ fn) - 0'
Proof. On D(E), let us consider the following norm

IF1IE = ILFI1* + ECF, f)-

By completing D(€) with respect to this norm, we get an abstract Hilbert space (Heg, (-, -)¢)-
Since for f € D(E), ||f|| < || flle, the injection map ¢ : (D(E), || - |le) = (H, || - ||) is contin-
uous and it may therefore be extended into a continuous map ¢ : (He, || - ||le) — (H, ] - ||)-
Let us show that 7 is injective so that Hg may be identified with a subspace of H. So, let
f € He such that z(f) = 0. We can find a sequence f, € D(E), such that || f, — f|le¢ — 0
and || fn|| — 0. We have then

I£I2= tm (fu. fu)e
= hm (fn,fn>+5(fmfn)
:o,

thus f = 0 and 7 is injective. Therefore, Hge may be identified with a subspace of H and
the quadratic form on H defined by

E) =IFIE=IFIP f € He
is closed because (Hg, (-, -)¢) is a Hilbert space and obviously is an extension of £. O

If a quadratic form & is closable, then its minimal closed extension is called the closure of
E. In that case, one can easily check that the closure of £ is actually the quadratic form
£ constructed in the previous proof.

Theorem 1.3.3. Let £ be a closed symmetric non negative bilinear form on H. There
exists a unique densely defined non positive self-adjoint operator A on H defined by

DA)={feF,3ge H,Yhe F,E(f,h) =—(h,9)}



Af =g.
The operator A is called the generator of £. Conversely, if A is a densely defined non
positive self-adjoint operator on H, one can define a closed symmetric non negative bilinear
form € on H by

D(E) = D((-A)2),  (f,9) = ((—A)/2F.(~4)"g).

Proof. Let £ be a closed symmetric non negative bilinear form on H. As usual, we denote
by F the domain of €. We note that for A > 0, F equipped with the norm (|| f||2+AE(f))/?
is a Hilbert space because £ is closed. From the Riesz representation theorem, there exists
then a linear operator Ry : H — F such that for every f € H,g € F

(f9) = MRAf,9) + ERAS, 9).

From the definition, the following properties are then easily checked:

L. |Rxf| < 3IIfIl (apply the definition of Ry with g = R, f and then use the Cauchy-
Schwarz inequality);

2. For every f,g € H, (Rxf,9) = (f,Rag);
3. Ry, — Ry, + (A1 = A)R\ Ry, =05
4. For every f € H, limy_, 1 |[[ARAf — f|| = 0.

We then claim that R, is invertible. Indeed, if Ry f = 0, then for o > A, one has from 3,
R.f = 0. Therefore f = limy— 400 Raf = 0. Denote then
Af =Af =R},

and D(A) is the range of R). It is straightforward to check that A does not depend on
A. The operator A is a densely defined self-adjoint operator that satisfies the properties
stated in the theorem (Exercise !).

Conversely, if A is a densely defined non positive self-adjoint operator on H, then (—A)
is a densely defined self-adjoint operator and the quadratic form

E(fg) = ((—A)/2f,(~4)"/2g)

is closed and densely defined on D((—A)'/2). O

1/2

Exercise 1.3.4. Prove the properties 1,2,3,4 of the previous proof.
In practice, the following lemma is often useful to construct closed quadratic forms.

Lemma 1.3.5. Let A be a densely defined non positive symmetric operator D(A) — H.
The quadratic form

g(fag):_<vag>7 f,gED(A)

is closable and the generator of its closure is a self-adjoint extension of A.

Proof. This follows from the lemma 1.3.2. O



1.4 Semigroups and quadratic forms

Theorem 1.4.1. Let (P;)i>0 be a strongly continuous self-adjoint contraction semigroup
on H. One can define a closed quadratic form on H by

where the domain of this form is the set of f’s for which the limit exists. The quadratic
form & is called the quadratic form associated to the semigroup (P;)i>0.

Proof. Let A be the generator of the semigroup (P;):>0. We use spectral theorem to
represent A as
U1 AUg(x) = —A(z)g(a),

so that
U PUg(z) = e P @g(x).

We then note that for every g € L?(Q,v),

Id — P, 1 — e @)
< ; Uy, Ug> = /Q fg(m)QdV(x)-

This proves that for every f € H, the map ¢t — <Id_TPt i > is non increasing. Therefore,

the limit limy_,o (1522 f, f) exists if and only if [,(U~1f)%(z)A(z)dv(z) < +oo, which is

equivalent to the fact that f € D((—A)'/2). In which case we have

lim <“‘Ptf,f> — (AP

t—0 t

Since (—A)'/2 is a densely defined self-adjoint operator, the quadratic form

E(f) = I(=A)"2f)?
is closed and densely defined on F := D((—A)'/2). O

1.5 Summary: The golden triangle

As a conclusion, one has bijections between the set of non positive self-adjoint operators,
the set of closed symmetric non negative bilinear form and the set of strongly continuous
self-adjoint contraction semigroups. This is the golden triangle of the theory of heat
semigroups on Hilbert spaces !



A = generator of £

iy P14
£(f)

Py = o4 i = RLD)
t—0 t
= (=421

1.6 A first example: The Dirichlet energy on an open set
QCR"

Let © C R™ be an open connected set. We do not assume any regularity on the boundary
of Q. Classically, one can define the (1,2) Sobolev space

Wh2(Q) = {f € L*(Q): (;lf

T

€ Lz(Q)}

where the derivatives gu are understood in the weak sense. The quadratic form

of o0
(.9 = [ (V£.99) dx—zj L o

with domain W12(€2) is then a closed densely defined quadratic form on L?(f2) since it is
well-known that the Sobolev norm

1£1v12i) = 11 Z2() + IV FlI 720y

is complete. The generator of the form £ is called the Neumann Laplacian on §2.

On the other hand, let
A — il
; Ox?

be the usual Laplacian on R", the derivatives being understood in the ordinary sense, and
C2°(Q) be the set of smooth functions with a compact support included in €2. Then, from
the lemma 1.3.5, the quadratic form
— / fAgdx
Q

with domain Cg°(Q2) is closable. The domain of the closure of & is the Sobolev space
VVO1 2(Q) and the generator of the closure of & is called the Dirichlet Laplacian on .

10



Notice that both the Neumann and the Dirichlet Laplacian are self-adjoint extensions of
the Laplacian A with domain C2°(2). In general, the Neumann and Dirichlet Laplacian
do not coincide. For instance if the boundary of €2 is smooth, then smooth functions in
the domain of the Neumann Laplacian have vanishing normal derivatives while smooth
functions in the domain of the Dirichlet Laplacian vanish on the boundary of w.

11



Chapter 2

Markovian semigroups and
Dirichlet forms

Let (X, B) be a measurable space. We say that (X, B) is a good measurable space if there
is a countable family generating B and if every finite measure v on (X x X, B® B) can be
decomposed as

Y(dxdy) = k(z, dy)yi(dx)
where 7, is the projection of v on the first coordinate and k is a kernel, i.e k(z,-) is a
finite measure on (X, B) and x — k(x, A) is measurable for every A € B.
For instance, if X is a Polish space (or a Radon space) equipped with its Borel o-field,
then it is a good measurable space.
Throughout the chapter, we will consider (X, B, ) to be a good measurable space equipped
with a o-finite measure p.

2.1 Markovian semigroups

Definition 2.1.1. Let (P;):>0 be a strongly continuous self-adjoint contraction semigroup
on L*(X,u). The semigroup (Pi)i>o is called Markovian if and only if for every f €
L*(X,p) and t > 0:

1.
f>0, ae = Pf>0, ae.

<1, ae = Pf<1, ae.

We note that if (P;);>0 is Markovian, then for every f € L*(X, u) N L% (X, u),

I1Pef Nl poe (x) < N Nl moe (xp0)-

As a consequence (P;);>0 can be extended to a contraction semigroup defined on all of
L>®(X, ).

12



Definition 2.1.2. A transition function {pt,t > 0} on X is a family of kernels
pr: X xB—[0,1]
such that:
1. Fort >0 and x € X, pi(x,-) is a finite measure on X ;
2. Fort >0 and A € B the application x — py(z, A) is measurable;

3. Fors,t >0, a.e. z € X and A € B,
pes(o.A) = [ il Ao, d). (2.1.1)

The relation (2.1.1) is often called the Chapman-Kolmogorov relation

Theorem 2.1.3 (Heat kernel measure). Let (P;):>0 be a strongly continuous self-adjoint
contraction Markovian semigroup on L?(X, u). There exists a transition function {p;,t >
0} on X such that for every f € L*°(X, ) and a.e. x € X

Puf(x) = /X f@pe(a.dy), t>0. (21.2)

This transition function is called the heat kernel measure associated to (Pt)i>o.

Remark 2.1.4. In general, the heat kernel measures are sub-probability measures i.e.
satisfy 0 < py(x, X) < 1. If they are probability measures, i.e. P,1 =1 for everyt >0, the
semigroup s said to be stochastically complete.

The proof relies on the following lemma sometimes called the bi-measure theorem. A set
function v : B& B — [0,400) is called a bi-measure, if for every A € B, v(A,-) and v(-, A)
are measures.

Lemma 2.1.5. Ifv: B® B — [0,+00) is a bi-measure, then there exists a measure vy on
B ® B such that for every A, B € B,

v(A x B) =v(A, B).

Proof of Theorem 2.1.8. We assume that p is finite and let as an exercise the extension
to o-finite measures. For ¢ > 0, we consider the set function

Vt(A,B):/ 1APtle,U,.
X

Since P; is supposed to be Markovian, it is a bi-measure. From the bi-measure theorem,
there exists a measure 7, on B ® B such that for every A, B € B,

’)/t(A X B) = I/t(A, B) = / ]-A-Pt]-BdN‘
X

13



The projection of ; on the first coordinate is (P;1)du, thus from the measure decompo-
sition theorem, ~; can be decomposed as

Ye(dxdy) = py(x, dy)p(dz)

for some kernel p;. One has then for every A, B € B

/1APtle,u://pt(x,dy),u(dx),
X AJB

from which it follows that for every f € L*°(X, u), and a.e. x € X

Pif(x /f pi( dy).

The relation
pris(z, 4) = /X pe(y, A)ps(, dy)

follows from the semigroup property. O

Exercise 2.1.6. Prove Theorem 2.1.3 if u is o-finite.

Exercise 2.1.7. Show that for every non-negative measurable function F : X x X — R,

/ / P, y)pi(a, dy)dp(z / / (@ )y, da)dp(y). (2.1.3)

Definition 2.1.8. Let (P})i>0 be a strongly continuous self-adjoint contraction Markovian
semigroup on L?(X, ). We say that the semigroup {Pi}ic(0,00) admits a heat kernel if the
heat kernel measures have a density with respect to u, i.e. there exists a measurable
function p: Ryg x X x X — R, such that for every t > 0,a.e.x,y € X, f € L*(X, ),

Puf(x) = /X P, ) () dpa(y).

If the heat kernel exists, we will sometimes denote p(t,z,y) as pi(z,y) for t > 0 and a.e.
z,y € X.

2.2 Dirichlet forms

Definition 2.2.1. A function v on X is called a normal contraction of the function u if
for almost every x,y € X,

[o(z) —v(y)] < Ju(@) —u(y)| and |o(z)] < fu(z)].

Definition 2.2.2. Let (£,F = dom(&)) be a densely defined closed quadratic form on
L?(X, ). The form & is called a Dirichlet form if it is Markovian, that is, has the property
that if u € F and v is a normal contraction of u then v € F and

E(v,v) < E(u,u).

14



Exercise 2.2.3. Show that a densely defined closed quadratic form on L*(X, ) is Marko-
vian if and only if for everyu € F, (OVu)Al € F and E(OVu)AL, (0Vu)Al) < E(u,u).

Theorem 2.2.4. Let (P;)i>0 be a strongly continuous self-adjoint contraction semigroup
on L*(X, ). Then, (P;)i>o is a Markovian semigroup if and only if the associated closed
symmetric form on L*(X,p) is a Dirichlet form.

Proof. Let (P;)t>0 be a strongly continuous self-adjoint contraction Markovian semigroup
on L?(X,p). There exists a transition function {p;,¢ > 0} on X such that for every
u € L*®(X,u) and a.e. z € X

Pu(x) = /Xu(y)pt(a;,dy), t>0.

Denote

u(z) = P (x) = /X pi(a, dy).

We observe that from the Markovian property of P, we have 0 < k; < 1 a.e. We have
then

5 [ [ ) = )Pt dnanta) = [ u@Phi@in) - [ @ P,

Therefore,

(=P =5 [ [ (o) = ul) oo di)duta) + [ a0 = kife)duta).

Let us now assume that v € F and that v is a normal contraction of . One has

/ / ))*pi(, dy)dp(x / / ))pe(, dy)dp(x)

[ @0 = keduta) < [ u@P(1 - hla)duta).
X X

and

Therefore,
(v — Pw,v) < (u— Pu,u)

Since u € F, one knows that +(u—Pu, u) converges to £(u) when t — 0. Since 1
is non-increasing and bounded it does converge when ¢ — 0. Thus v € F and

+{v—=Pw,v)

E(v) < E(u).
One concludes that £ is Markovian.

Now, consider a Dirichlet form € and denote by P; the associated semigroup in L?(X, )
and by A its generator. The main idea is to first prove that for A > 0, the resolvent

15



operator (A\Id — A)~! preserves the positivity of function. Then, we may conclude by the
fact that for f € L?(X, ), in the L?(X, i) sense

Pf= nll)r_i{loo <Id — ;;L) nf.
Let A > 0. We consider on F the norm
IR = 1f 172, + AECE )
From the Markovian property of £, if u € F, then |u| € F and
E(lul, [u]) < E(u,u). (2.2.1)
We consider the bounded operator
Ry = (Id — X\A)™!
that goes from L?(X, ) to D(A) C F. For f € F and g € L*(X, ) with g > 0, we have
(LF,Ragx = (| f1,RAG) L2(x ) — MISfI, ARAG) L2 (x )
= (|f], Id = AA)RG) 2(x )
= (| fl, 9>L2 (X 1)
[(f,9) 2(x )
[(f; Rag)al-
Moreover, from inequality (2.2.1), for f € F,
1A = 01T e + AECSL 1)
< F 72 cx 0 + AECS )
< |I715-
By taking f = R)g in the two above sets of inequalities, we draw the conclusion
[(Rag, Raghl < ([Ragl, Rag)a < [| [Ragl [A[IRagllx < [(Rag, Rag)al.
The above inequalities are therefore equalities which implies
Ryg = [Rygl.

As a conclusion if g € L?(X, i) is a.e. > 0, then for every A > 0, (Id — AA)"1g > 0 a.e..
Thanks to the spectral theorem, in L?(X, ),

>
>

+o0

Pg= ngm (Id — :LA> qg.

By passing to a subsequence that converges pointwise almost surely, we deduce that P;g >
0 almost surely. The proof of

<1, ae = Pf<1, ae.

follows the same lines:

16



e The first step is to observe that if 0 < f € F, then 1 A f € F and moreover

EANFINS) <E(S])

o Let f € L3(X,u) satisfy 0 < f < 1 and set g = Ryf = (Id — MA)~"'f € F and
h =1Ag. According to the first step, h € F and £(h, h) < E(g,9). Now, we observe
that:

lg = RlIX
=lgllX —2{g, 2)x +||h||§
=Rf, rzxp — 2( W 2x ) + HM%? (x,) T AE(h, )
=(Rf, ) r2x = I 20 + 1 = Rl T2 (x ) + AE(R, )
SRAS Pzt — 1122 + 1 = 0220, + AE(9,9) = 0.

As a consequence g = h, that is 0 < g < 1.

e The previous step shows that if f € L?(X,pu) satisfies 0 < f < 1 then for every
A>0,0<(Id— AL)"'f < 1. Thanks to spectral theorem, in L?(X, ),

P.f= lim_ (Id—L) 7.

By passing to a subsequence that converges pointwise almost surely, we deduce that
0 < P;f <1 almost surely.

2.3 The L? theory of heat semigroups

Our goal, in this section, is to define, for 1 < p < 400, P, on LP := LP(X, ). This may
be done in a natural way by using the Riesz-Thorin interpolation theorem that we recall
below.

Theorem 2.3.1 (Riesz-Thorin interpolation theorem). Let 1 < pg,p1,q0,q1 < 00, and
0 € (0,1). Definel <p,q < o0 by

b Do b1 q q0 q1

1 1-6 0 1 1-60 40
_.I_

If T is a linear map such that
T:LP — qu, ”THLP()_>L610 = M()

TP L%, | T|poope = M,

17



then, for every f € LPo N LP1,
IT£llg < Mo~ M| £lp-
Hence T extends uniquely as a bounded map from LP to L1 with

IT || Lp— o < My~ MY,

Remark 2.3.2. The statement that T is a linear map such that
T:LP — L9 ||T|zro—rs0 = Mo
T:LPr — L% ||T|pr1—pa = My,

means that there exists a map T : LPO N LP* — L9 N L9 with

sup 1T fllgo = Mo
FELPONLPY || flpy <1

and

sup 1T fllg = M.
fELPONLPL || f|lp, <1

In such a case, T can be uniquely extended to bounded linear maps Ty : LP° — L9 |
Ty : LPr — L. With a slight abuse of notation, these two maps are both denoted by T in
the theorem.

Remark 2.3.3. If f € LPo N LP' and p is defined by % = 1p;09 + p%, then by Holder’s
inequality, f € LP and
1£1lp < 11F 1130 *11£115,

We now are in position to state the following theorem:

Theorem 2.3.4. Let (P;)i>0 be a strongly continuous self-adjoint contraction Markovian
semigroup on L?(X, ). The space L' N L™ is invariant under P; and P; may be extended

from LY N L™ to a contraction semigroup (Pt(p))tzo on LP for all1l <p <oo: For f € LP,
1P flle < [ flze-
These semigroups are consistent in the sense that for f € LP N LY,
Pt(p)f — Pt(Q) f
Proof. If f,g € L' N L™ which is a subset of L' N L>, then,

‘/X(Ptf)gdu‘ = '/X f(Ptg)du‘

< [ fllpe [1Pegll oo
< [[fllzllglloe-
This implies
1 Peflle < I fllzo-

The conclusion follows then from the Riesz-Thorin interpolation theorem. O
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Exercise 2.3.5. Show that if f € LP and g € L9 with % + % =1 then,

FPgdp = / gP? fap.
Rn R
Exercise 2.3.6.

1. Show that for each f € L', the L'-valued map t — Pt(l)f s continuous.

2. Show that for each f € LP, 1 <p < 2, the LP-valued map t — Pt(p)f s continuous.

3. Finally, by using the reflexivity of LP, show that for each f € LP and every p > 1,
the LP-valued map t — Pt(p)f 18 continuous.

We mention, that in general, the L™ valued map t — Pt(oo)f 18 not continuous.

2.4 Diffusion operators as generators of Dirichlet forms

Consider a diffusion operator

L= i ai-(x)i+ " bi(x) 0
i1 J 81‘261'] i1 8:1:1"

where b; and o0;; are continuous functions on R" and for every x € R", the matrix
(0ij(x))1<i j<n is a symmetric and non negative matrix.

Assume that there is a measure p on R™ which is equivalent to the Lebesgue measure
with continuous density and that symmetrizes L in the sense that for every smooth and
compactly supported functions f,g: R" — R,

/ gLfdp = A fLgdp.

For instance, if one can write

Lf = —div(aVf),

where a is a smooth field of positive and symmetric matrices, then the Lebesgue measure
symetrizes L. From the lemma 1.3.5 the quadratic form

E(f,g9) = —/n gLfdp, f,g € CE(R")

is closable. Let & denotes its closure in L*(R", ).

Proposition 2.4.1. The quadratic form € is a Dirichlet form.
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Proof. We need to prove that £ is Markovian. It is enough to prove that if u € F = D(£),
then |u| € F with E(Jul, |u|) < E(u,u) and that if u € F with u > 0, then u A 1 € F with
E(|ul, lul) < E(u,u). We prove the first requirement, the second being established in a
similar manner is let as an exercise to the reader.

Let u € C°(R™) and consider

de(x) = Va2+e2—e, €>0.

One can check that ¢ (u) — |u| in L2(R", 1) and that ¢.(u) is a Cauchy sequence for the
norm

”f”%: = HfHL2(Rn,,LL) + g(fa f)

Since £ is closed this implies that |u| € F and that ¢.(u) — |u| converges to u in the
above norm. Now, using chain rule we see that for every smooth function u € C2°(R"™),

u(z)

WLu(m)

Lo:(u)(z) =

Multiplying by ¢-(u) and integrating we get

E(¢e(u), pe(u)) < E(u,u)

Taking the limit ¢ — 0 yields B B
E(lul, |ul) < E(u, u)

The above inequality extends then to all w € F by using the density of C2°(R™) in the
| - || 7 norm and the closedness of £. O
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Chapter 3

Some examples of Dirichlet spaces
and heat kernel estimates

3.1 Riemannian manifolds

Let (M, g) be a n-dimensional Riemannian manifold with Riemannian volume measure p
and Riemannian distance d. We consider the quadratic form £ on M, which is obtained
as the closure in L?(M, i) of the quadratic form

/M<Vf, Vag)du, f,g¢€ CZ(M). (3.1.1)

The domain of the closure £ is the Sobolev space I/VO1 ’Q(M) and its generator A is a self-
adjoint extension of the Laplace-Beltrami operator. If the manifold is complete (which is
equivalent to the metric space (M, d) being complete) then £ is the unique closed extension
of (3.1.1) and W(}’Q(M) = WH2(M). If we assume further that the Ricci curvature of M
is bounded from below then the domain of A is the Sobolev space W22(M). If we even
assume further that the Ricci curvature of M is non negative, it is a well-known result by
Li and Yau that the heat semigroup P, admits a smooth heat kernel function p;(x,y) on
[0,00) x M x M for which there are constants ¢1,ce, C' > 0 such that whenever ¢ > 0 and
x,y € X,

efcld(x,y)2/t e*ng(x,y)Q/t
<p(z,y) <C

1
(Bl VD)u(B(y, VD) (Bl VD) (B, VD)

3.2 Carnot groups

A Carnot group of step N is a simply connected Lie group G whose Lie algebra can be
stratified as follows:
g=V1®..0 Vy,
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where
Vi, Vil = Viy
and
Vs =0, for s > N.

From the above properties, Carnot groups are nilpotent. The number

N
Q=) idimV;
=1
is called the homogeneous dimension of G.

Let Vi, ..., V; be a basis of the vector space V;. The vectors V;’s can be seen as left invariant
vector fields on G. The left invariant sub-Laplacian on G is the operator:

It is hypoelliptic and essentially self-adjoint on the space of smooth and compactly sup-
ported function f : G — R with the respect to the Haar measure y of G. The heat semi-
group (P;)i>0 on G, defined through the spectral theorem, is then seen to be a Markov
semigroup. By hypoellipticity of L, this heat semigroup admits a heat kernel denoted by
pe(g,g’). Tt is then known that p, satisfies the double-sided Gaussian bounds:

ct (_ Cid(g,¢')?

C d(g,9')?
Q73 &P . ) <pi(g,9') < Q73 &P <—C2() ; (3.2.1)

t

for some constants C, Cy,Cy > 0. Here d(g, g’) denotes the Carnot-Carathéodory distance
from g to ¢’ on G which is defined by

d
d(g,9') = sup {If(g) — @), Y Vif)? < 1} :

=1
3.3 Sierpinski gasket

A large class of examples for which Dirichlet form theory is useful is the class of p.c.f.
fractals. For the sake of presentation we illustrate in detail the case of the Sierpinski
gasket, which is one of the most popular examples of a p.c.f. fractal.
One of the classical ways to define the Sierpinski gasket is as follows: let Vy = {p1, p2,p3}
be a set of vertices of an equilateral triangle of side 1 in C. Define

2P

fi(z) = 5 +Di for i=1,2,3. (3.3.1)
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The Sierpiniski gasket K (see Figure 3.1) is the unique non-empty compact subset in C
such that

(3.3.2)

Figure 3.1: Sierpinski gasket.

The set Vj is called the boundary of K, we will also denote it by K. The Hausdorff
dimension of K with respect to the Euclidean metric (denoted d(x,y) = |z — y|) is given
by dj, = 83 A (normalized) Hausdorff measure on K is given by the Borel measure p on

In2°
K such that for every i1,...,4, € {1,2,3},

p(fiy oo ofi, (K)) =3""

This measure p is dp-Ahlfors regular, i.e., there exist constants ¢,C > 0 such that for
every x € K and r € [0, diam(K)],

crdn < pu(B(z,r)) < Crie, (3.3.3)

It will be useful to approximate the gasket K by a sequence of discrete objects. Namely,
starting from the set Vo = {p1, p2, p3}, we define a sequence of sets {V,;, }m>0 inductively
by

m+1 U fz m (334)

Then we have a natural sequence of Sierpinski gasket graphs (or pre-gaskets) {Gp}m>0

whose ed%es have length 27" and whose set of vertices is V,,, see Figure 3.2. Notice that
"+ We will use the notations Vi = Upm>0Vi and V = Um>0Vm \ Vo.

The Dlrlchlet form on the metric space K is defined by approximation. Let m > 1. For

any f € RV we consider the quadratic form

ar=(3) X Gw- s>

D,9€EVm,p~q
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Figure 3.2: Sierpinski gasket graphs Gy, G1, G2 and Gj3

We can then define a resistance form (€, F,) on V by setting
Fo={f e RY, lim &n(f, f) < oo}

and for f € F,
E(f, f) = lm_En(f.]).

Each function f € F, can be uniquely extended into a continuous function defined on K.
We denote by F the set of functions with such extensions. (€,F) is a Dirichlet form on
L?(K,u). The generator of the Dirichlet form (&, F), denoted by A, corresponds to the
Laplacian with Neumann boundary condition.

In this example we have a continuous heat kernel p;(x, y) satisfying, for some ¢, 9, ¢3, ¢4 €
(0,00) and dyg > 1,dw € [2,+00),

dW 1 dW 1
et /dw exp(—(:g(d(xvf) ) dW—l) < pelw,y) < cgt~dH/dw exp<—c4<d($’§/) ) dw—1>

for pux pra.e. (z,y) € X x X and each t € (0,+00). Here, dy = In5 is the so-called walk

In3
dimension of the Sierpinski gasket.
3.4 Cheeger metric measure spaces

Consider a locally compact, complete, metric measure space (X, d, 1) where p is a Radon
measure. Any open metric ball centered at x € X with radius » > 0 will be denoted by

B(z,r) ={y € X,d(z,y) < r}.

Definition 3.4.1. The measure p is said to be doubling if there exists a constant C > 0
such that for every x € X,r > 0,

0 < p(B(z,2r)) < Cu(B(x,r)) < +o0. (VD)

The Lipschitz constant of a function f € Lip(X) is defined as

(Lip/)(y) = limsup ~ sup LB =IO
r—0t zeX,d(zy)<r T
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Definition 3.4.2. The metric measure space (X,d, ) is said to satisfy the 2-Poincaré
inequality if for any f € Lip(X) and any ball B(x, R) of radius R > 0,

/ FW) — faem|?duly) < CR? / (Linf) (v)*du(y) (P)
B(x,R) B(z,AR)

where
1

fB@.R) = —Hy / F(y)dp(y).
B = LB ) ST
The constants C > 0 and X\ > 1 in (P) are independent from x, R and f.

Definition 3.4.3. A metric measure space satisfying (VD) and (P) is often called a
Cheeger space (or PI space).

One can construct a "nice” Dirichlet form and Laplacian on any Cheeger space by the
using the technique of I'-convergence.

Definition 3.4.4. A sequence of forms {&,}n>1 is said to Mosco-converge to & if

1. For any sequence {fn}n>1 C L*(X,p) that converges weakly to f € L*(X,pu) in
L*(X, ),
hminfgn(fmfn) > g(fv f)
n—o0

2. For any f € L*(X,p) there exists a sequence {fn}n>1 C L?(X,pu) that converges
strongly to f in LZ(X, w) and

limsup E(fn, fn) < E(f, f).

n—oo

The idea is to consider Korevaar-Schoen type energy functionals defined for any f &
L(X, ) as

r

[l W S@R,
B [ s | P i), (3.4.1)

and the associated Korevaar-Schoen space

KSM(X) := {f € L*(X, ), limsup E(f,r) < —i—oo}.

r—0t

One has then the following result:
Theorem 3.4.5. There exists a Dirichlet form (,F) on L?(X, ) such that:
1. € has domain F = KSY?(X);

2. & is a U-limit of E(f,ry), where vy, is a positive sequence such that rp, — 0;

3. € has a continuous heat kernel pi(x,y) that satisfies fort >0 and x,y € X,

—cld(x y)?/t e—C2d(1’ay)2/t
<pilz,y) <C

¢ JuB @ DBy, VD) V(B VDB, VD)
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Chapter 4
Gagliardo-Nirenberg inequalities

Let (X, u,&,F) be a Dirichlet space and {F;}c[0,) denote the associated Markovian
semigroup. Throughout the chapter, we shall assume that P admits a measurable heat
kernel p;(z,y) satisfying, for some C' > 0 and § > 0,

pi(z,y) < Ct™° (4.0.1)

for p x p-ae. (xz,y) € X x X, and for each t € (0,—1—00). We also assume stochastic
completeness, which means that P;1 = 1 for every t > 0.
We use the techniques developed in [1] (see also the book [6]) to prove the Gagliardo-
Nirenberg inequalities in that setting.
4.1 Preliminary lemmas
Lemma 4.1.1. For every f € F, t >0,

IPf = Fllzcxg < CVEE(S )2

Proof. Let A be the generator of the semigroup (FP;):>0. We use spectral theorem to
represent A as a multiplier in some L?(Q,v) space:

U AU () = ~Aa)g(a),
so that
1P = flac = [ (1= P9) @ P @dvta)
¢ L2(X,n) 0

<ct / A@) (UL (2)dv ()
Q
= CtE(f, f).
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Lemma 4.1.2. For every f € F,

lim ¢ / / (@) — £ ) Ppe(e, v)du(a)du(y) = 26(F. f).

t—0

Proof. Using P;1 = 1 we have
/ / |f () = f(y)Ppe(, y)dp(z // )2 = 2f(2) f(y) + f(v)*)p(w, y)dp(x)dp(y)
=2 [ faPau@) =2 [ f@E) @)
=2 [ (7(e) = Puf(a) f@)iuta)

and we conclude thanks to theorem 1.4.1. O

4.2 Sobolev inequality

Lemma 4.2.1. Let 1 < g < +o0o. There exists a constant C' > 0 such that for every
feFNLYX,u) and s >0,

D=

sups' T2 ({w € X ¢ [f(2)] > s})
s>0

CEF. U1

Proof. Let f € F and denote
F(s)=p({z e X : |f(x)] > s}).

We have then

F(s) <p({re X : [f(z) = Bf(x)] > s/2}) + p({x € X : [P f(x)] > s/2}).

Now, from the heat kernel upper bound py(z,y) < Ct=#, t > 0, one deduces, for g €
LY(X, p), that |Pg(z)| < Ct‘6||g||L1(X7u). Since P; is a contraction in L (X, p), by the
Riesz-Thorin interpolation one obtains

Cl/a
|Pef(z)| < WHfHLq(X,M)-

Therefore, for s = 2CZquHLq(X7M), one has u({r € X : |Pf(x)] > s/2}) = 0. On the
q

t
other hand, from lemma 4.1.1,

p{z e X« |f(x) = Bf(z)| > s/2}) < Os™4E(S, f).

We conclude that
F(s)V? < Cs™' 79 E(f, f>1/2HfHLq X
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Lemma 4.2.2. Assume 8 > 1. There exists a constant C > 0 such that for every f € F,

sup sp({z € X : [f(2)] > s})7 < CE(f, )2,
s>0

where ¢ = BLFI

Proof. Let f € F be a non-negative function. For k € Z, we denote
fo=(f—25) A2k

Observe that f; € L?(X, i) and I fell2(x ) < I fllz2(x,0)- Moreover, for every x,y € X,

| fe(x) = fe@)| < | f(x) = f(y)] and so E(fk, fr) < E(f, f). We also note that fy, € L' (X, ),
with

I fill L1y = /X |feldp < 26p({z e X« f(x) > 2F}).

We now use lemma 4.2.1 to deduce:

N[

1 1
sups' "W p({z € X 1 fi(x) > s})E < CEfu, S) ISR (x

s>0
< CE(fi )2 (2tnlio € X+ f(2) 2 2) %

In particular, by choosing s = 2* we obtain
1

0B (fw e X 1 1) 2 2) < e (Fullr € X+ () 2 29)

Let

M(f) = sup p({z € X ¢ f(z) > 281,

where ¢ = 52—_51 Using the fact that % = % — % and the previous inequality we obtain:

2u({rex : fla)> 2“1}); < 2 e, )M B,
and )
2 ({z € X+ fla) 2 2H1})" < Cue(s, HYM(f).

Therefore

M(f)'"F < 201&(f, f)V/e

and one concludes

M(f) < 20°CE(f, /)2
This easily yields:

supsp({z € X « f(z) > s})a < 21T92CE(f, )12,

s>0
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Let now f € F, which is not necessarily non-negative. From the previous inequality
applied to |f| we deduce

sup sp({w € X ¢ |f(2)] > s})7 < 272CE(|f|, |2 < 29H20E(f, Y2 O
s>0

Theorem 4.2.3. Assume § > 1. There exists a constant C' > 0 such that for every
feF,
1 f | Lagx ) < CEf, Y2,

where q = %

To show that the weak type inequality implies the desired Sobolev inequality, we will need
another slicing argument and the following lemma is needed.

Lemma 4.2.4. For f € F, f > 0, denote fr = (f —2F)4 A2F, k € Z. There exists a
constant C > 0 such that for every f € F,

D E(fi fr) < CE(S, ).

keZ

Proof. Let pi(x,y) denote the heat kernel of the semigroup P;. We first observe that, once
we prove

3 / / Fu(@) — Fe)Pou y)dp(z)duly) < C / / (@) — F() o y)dp(x)dp(y)

kEZ

(4.2.1)
where C' > 0 is independent from ¢, then
lim inf t / / | fp(2) )| pe(z, y)dp(x)du(y)
t—0+t
<Climinf -~ / [ 156@) = £ o p)auta)ny),
t—0+
and, using the superadditivity of the liminf, one concludes
>ttt ! [ / () — Fi) P ) dp(2)da()
t—0t+
kEZ
gCliminftl/ / |f(x ) Ppe(a, y)du(z)dp(y)
t—0t

which from lemma 4.1.2 yields

> E(frs fr) < CE(S, )

keZ

We therefore aim to prove the inequality (4.2.1). For each k € Z, set By = {r € X : 2F <
f < 2FF11. In this way, the external integral on the left hand side of (4.2.1) is decomposed
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it into an integral over By and Bj. For the integrals over By, since the mapping f ~— fi
is a contraction, it follows that

S [ [ 180 = m Pt panterntn < [ [ 156 - 10)PnG )

kEZ
(4.2.2)
To perform the integrals over B, we decompose them as

Z/ / | fie(@) = fe@)Ppe(e, y)dp(z)dpuly +Z/ / | fi(2) = fe()Ppe(, y)dp(z)duly)

keZ keZ
=) k) + ) Ja(k)
keZ keZ

Again, the contraction property of f +— f; yields

S (k) <Z//Ln (4) i, y)dp(@)dia(y)

k€EZ keZ

/xkez /Bk il W)°pe(,y)du(x / / |f(x ) *pi(z, y)du(z)du(y).

On the other hand, notice that for any (x,y) € B, x B}, we have |fip(x) — fr(y)| # 0 only
if

(z,y) € {f(2) <2 < f(y)/2 U{f(y) < 2" < f(2)/2} = Z, U Z;.
Also, | fi(z) — fi(y)| = 2 for (z,y) € Z,, U Z}. Thus,

> Ja(k) < Z/ / 1z,(2,y) + 1z;(2,9) | fu(2) — fr()*pe(2, y)du(z)du(y)

keZ keZ

/ /XZ 1z, (z,y) +1z:(, y))2 Ko (z, y)dp(z)du(y).

kEZ

One can see that

Y 1z (w,9)2% <2/f(2) = f(y)I

keZ

and the same holds for Z;, hence

PRAGED PP <5/ / |f (@) = F@)Ppela, y)dp(@)dp(y).

ke kEZ
Adding to these the term from (4.2.2) finally yields (4.2.1). O

We can now conclude the proof of Theorem 4.2.3.
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Proof of Theorem 4.2.3. Let f € F. We can assume f > 0. As before, denote fj, =
(f —2F), A2k k € Z. From Lemma 4.2.2 applied to f, we see that

supsp ({# € X+ |ful)| > s}t < CE(frn )2

In particular for s = 2%, we get

“u({oe X 5 fl@) > 2’““})‘1’ < CE(fi, i)V

Therefore,

S (e X ¢ fla) > 21}) < 013 Efi )2,

keZ keZ

Since ¢ > 2, one has }, ., &( (fr, fr)¥/? < (EkeZ (fk,fk))q/Q. Thus, from the previous
lemma

S ({ze X ¢ f(x) 2 2H1}) < CE(f, )12

keZ
Finally, we observe that

2k+2

kq . k+1
Sk ({re X ¢ f(o) > 21)) > q+1_2q2/2k+1 p({r e X : f(x)>s))ds
k€Z keZ
1117
The proof is thus complete. O

4.3 Gagliardo-Nirenberg inequalities

In the general case § > 0 one can get from the lemma 4.2.1 the family of Gagliardo-
Nirenberg inequalities.

Theorem 4.3.1. Let g = ﬁ with the convention that ¢ = oo if = 1. Letr,s € (0,400]

and 6 € (0,1] satisfying
1 6 n 1-4

If B =1, we assume r < +00. Then, there exists a constant C' > 0 such that for every
feF,
Hf”LT(X N) < CS f f>0/2HfHLs X#) (431)

We explicitly point out some particular cases of interest.

1. Assume that g8 > 1. If r = s, then r = % and (4.3.1) recovers the Sobolev
inequality
Il < CECS )2
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2. Assume that g > 1. If s = 400 and r > ;—_ﬁl, then (4.3.1) yields

1 oy < CE DAL x

. o 28
with 6 = FB=1)"

3. If r =2 and s = 1, then (4.3.1) yields the Nash inequality
1F 2 < CECE DA x
with 6 = 5.

In the case 5 = 1 one obtains the Trudinger-Moser inequalities.

Corollary 4.3.2. Assume that 8 = 1. Then, there exist constants c¢,C > 0 such that for
every f € F with E(f, f) =1,

/@m@ma—nwsmm@mw
X
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Chapter 5

Further topics

In this chapter, let X be a locally compact and complete metric space equipped with a
Radon measure p supported on X. Let (£, F = dom(&)) be a Dirichlet form on X. We
assume throughout that the heat semigroup P; is stochastically complete, i.e. P,1 =1 for
every t > 0.

5.1 Regular Dirichlet forms, Energy measures

We denote by C.(X) the vector space of all continuous functions with compact support
in X and Cy(X) its closure with respect to the supremum norm.

A core for (X, p, €, F) is a subset C of C.(X)NF which is dense in C,(X) in the supremum
norm and dense in F in the norm

1/2
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Definition 5.1.1. The Dirichlet form £ is called reqular if it admits a core.

Recall that for any f,g € F, we have

t—0 ¢t

£(f,9) = lim (1 ~ P)f,g) = lim © // (F(2) - F)g(@)pe(, dy)du(z),

where p;(z,-) are the heat kernel measures associated to the Dirichlet form (€, F). From
the symmetry property (2.1.3) of the heat kernel measure one also has

E(f,9) = lim — / / ) (9(2) — 9@))pi(e, dy)dp(z).

t—0 2t

Lemma 5.1.2. For f,g € FNL>®(X,u), fg € F and

Ef9'? < [1fll€(9)' 2 + llgllocl ()12
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Proof. For f,g € FNL>®(X, ) such that fg € F,

E(fg) = lim — / / (f(a (1)9())?pr( dy)du(x).

t—0 2t

Write f(z)g(x) — f(y)g9(y) = f(z)(g(x) — g(y)) + g(v)(f(z) — f(y)), then by Minkowski’s
inequality

</ / (f(@)g(z) = F )9 ) pe(x, dy)du(x)> :
< [[flloo </ / N2z, dy)dp(z )> 1/2 + ll9llo </ / pt(x,dy)du(x)>1/2‘

We conclude the expected inequality by multiplying ﬁ and taking the limit ¢ — 0 for
both sides above. O

Theorem 5.1.3 (Energy measures). Assume that £ is reqular. For f € F N L™ (X, ),
there exists a unique Radon measure on X, denoted by dI'(f), so that for every ¢ €
FNC(X),

/ SdT(f) = 5RE(GS, )~ E(@, )]
— Jim = / (@) (f(2) — F ()21 dy)dp().

XJX

The Radon measure dI'(f) is called the energy measure of f (and is therefore the weak *
limit of 3 [y (f(x) — f(y))*pi(z, dy).)

Proof. Let f € FNL>®(X,pu). For any ¢ € FNC.(X),
o [ [ @@~ 56 P (@) = (0 RIS 6) 4+~ PO, S

Letting ¢ — 0, the right hand side converges to = [25(<Z>f, ) =&, f2))
On the other hand, observing that

5 [ [ @@ 1) e dnduta) < 16l [ [ (G0 =10 o dn)dnte),

we deduce

%[25(@‘, ) = €6, )| < ¢l (f)-

Therefore we conclude the proof by applying the Riesz-Markov representation theorem. [

One can actually define dI'(f, f) for every f € F using the following lemmas.
Lemma 5.1.4. Let f € F. Then f, = min(n,max(—n, f)) € F and E(f — fn) = 0
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Proof. Let f € F. For every z,y € X, we have

[fn(2) = fu(y)| < |f(2) = f(y)]

and |fn(x)| < |f(z)]. So f, is a normal contraction of f and E(f,) < E(f).
Recall that

E(f — fu) = lim = / / — F@) + Fal)) il dy)dpu(z).

t—0 2t

Expanding the square inside the integral gives that

E(f = fn) = E(f) + E(fn) = 28(fn, ) < 28(F) = 26(fn, f)

Letting n — oo, we have E(fp, f) — £(f). Therefore £(f — f,,) converges to 0 as n —
0. O

Lemma 5.1.5. For f,g € F N L>®(X, ) and nonnegative ¢ € F N Ce(X),

\//Xcédf(f) - \//X b dr(g) 2

Proof. The second inequality follows from the proof in Theorem 5.1.3. For the first inequal-
ity, it suffice to show that for any f,g € FNL*°(X, u) and any nonnegative ¢ € FNC.(X),

\//X(ﬁdrm < \//)(¢df(g)+\//x¢d1“(f—g).

Indeed, this inequality follow from similar proof as in Lemma 5.1.2 by noting that f =
f — g+ g and using Minkowski’s inequality. O

< / 6dU(f — g) < 6]l 1= EF — )
X

Thanks to the previous lemmas, by approximation, one can define dI'(f) for every f € F
by
dU(f) = sup{dl'(f,) : f = min(n, max(—n, f)),n = 1,2,--- }.

For f,g € F, one can define dI'(f, g) by polarization

AD(f.9) =  (dI(f +g) —dT(f — g)

Theorem 5.1.6 (Beurling-Deny). Assume that £ is reqular. For u,v € F

£(u,v) = /X AU (u, v).
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5.2 Hunt process associated with a regular Dirichlet form

Definition 5.2.1. A Hunt process with state space X is a family of stochastic process
(X¢)e>0 and probability measures (Py)zex) defined on a measure space (0, F), such that
(Xt)i>0 is adapted w.r.t. the right-continuous minimal completed admissible filtration
(Fi)t>0, Xo =z, Py — a.s. and the following hold:

(i) x — Py(X; € B) is measurable for allt >0 and B € B(X),

(i) X is a strong Markov process, i.e. for every stopping time T, X is Fp-measurable
and for every B € B(X)

Py(X14t € B|Fr) =Px, (Xt € B) Pg-a.s. on {T < oo},

(iii) X is right-continuous, i.e.

lim X, = X;, Vt P,-a.s.
slt

(iv) X is quasi left-continuous, i.e. for all stopping times T' and (T},)y,, such that T,, T T
a.s.
lim X7, = Xp, Pg-a.s. on {T < oo}.

n—oo

Remark 5.2.2.

(a) Note that quasi left-continuity does not necessarily imply left-continuity, because the
set
A= { lim X, :Xt}

n—0o0

might depend on the choice of sequence (Sp)n, Sn T t.

(b) In more generality one might consider situations where (Py(X; € -))z¢ are sub-
probability measures (i.e. all the axioms of probability measures are satisfied but
P,(X: € Q) <1). In that case we can perform a one-point compactification of X by
introducing a cemetery state 0 ¢ X and redefine P, to be a probability measure on

X U{o}.

Theorem 5.2.3 (Fukushima). Assume that £ is regular, then there exists a Hunt process
((Xt)t>0, (Py)zex) such that for p-a.e. x € X, A€ B(X) andt >0,

P, (X; € A) = pe(x, A)
where pi(x,-) are the heat kernel measures associated to the Dirichlet form (€, D(E)).

Proof. See Theorem 4.2.8 in [3]. O
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5.3 Intrinsic metric

Definition 5.3.1. The Dirichlet form is called strongly local if for any two functions
f,9 € F with compact supports such that f is constant in a neighborhood of the support
of g, we have E(f,g) = 0.

With respect to £ we can define the following intrinsic metric de on X by
de(z,y) = sup{u(z) —u(y) : uwe FNCy(X) and dI'(u,u) < dp}. (5.3.1)

Here the condition dI'(u, u) < dp means that I'(u, w) is absolutely continuous with respect
to p with Radon-Nikodym derivative bounded by 1.

The term “intrinsic metric” is potentially misleading because in general there is no reason
why dg is a metric on X (it could be infinite for a given pair of points z, y or zero for some
distinct pair of points).

Definition 5.3.2. A strongly local regular Dirichlet space is called strictly local if dg is a
metric on X and the topology induced by dg coincides with the topology on X.

Example 5.3.3 (Uniformly elliptic divergence form diffusion operators). On R", we con-
sider the divergence form operator

Lf = —div(cVY),
where o is a smooth field of positive and symmetric matrices that satisfies
allzl* < (z,0(y)) <bl|z|?, w,y€R",

for some constant 0 < a < b. Consider the Dirichlet form

Z/ gj of da;, feWh?(R").

i,7=1

Then & is a strictly local Dirichlet form such that

de(z,y) = |z = yl|.

Example 5.3.4 (Riemannian manifolds). Let (M, g) be a complete n-dimensional Rieman-
nian manifold with Riemannian volume measure . We consider the standard Dirichlet
form € on M, which is obtained by closing the bilinear form

E(f.9) = /M(Vﬁ Va)dp, f,g € C5°(M).
Then & is a strictly local Dirichlet form such that
dg(l', y) = dg(x7 y)
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Example 5.3.5 (Carnot groups). Let G be a Carnot group with sub-Laplacian

and Dirichlet form
&)= [ S
Gi=1
Then & is a strictly local Dirichlet form such that

de(x,y) = doc(x,y)

where doc is the so-called Carnot-Carathéodory distance which is defined as follows.
An absolutely continuous curve v : [0,T] — G is said to be subunit for the operator L if

for every smooth function f: G — R we have ‘%f(’y(t)ﬂ <V (Tf)(~(t)). We then define
the subunit length of v as ls(y) =T.

Given x,y € G, we indicate with
S(z,y) ={7:[0,T] = G | v is subunit for T',y(0) =z, yv(T) = y}.
It is a consequence of the Chow-Rashevskii theorem that
S(xz,y) #0,  for every z,y € G.

One defines then
doc(z,y) = inf{ls(7) [ v € S(z,y)}, (5.3.2)

Example 5.3.6. Consider on the Sierpinski gasket the standard Dirichlet form £. Then
E is reqular, but unless f is constant, for f € F, dU(f) is singular with respect to the
Hausdorff measure u, see [5]. As a consequence & is not strictly local.

5.4 Further reading

Far from being exhaustive we mention the folllowing references for further reading:

(a) The book [3] is a standard comprehensive reference in the theory of Dirichlet forms
and associated Hunt processes, see also [2].

(b) The book [4] shows how one can restrict Dirichlet forms to domains (abstract Dirich-
let and Neumann boundary conditions).

(c) Parabolic regularity theory for the heat equation can be developed in the setting of
abstract strictly local Dirichlet spaces, see [8, 7].
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